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Abstract

This final year project proposes a novel method, called StyleDiffuser, combining

the Generative Adversarial Networks with Stable Diffusion Model which gives

appropriate constraints to elastic and enormous Stable Diffusion Network with

StyleGAN2 generated feature maps and corresponding feature metadata, there-

fore, leveraging the burden of diffusion steps required for output convergence

and no longer requires verbose prompts to realize reasonable output control.

Apart from the algorithm level contribution with the feasibility and improve-

ment of the algorithm discussed, this work also involves corresponding data

science procedure which constructs a dedicated dataset and developed a corre-

sponding Web GUI for usability validation which is also included in this dis-

sertation.
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1 | Introduction

1.1 Motivation, Aims and Objective

Nowadays, many people are immersed in the world of the internet and many

of them want a unique avatar for themselves to distinguish others from them-

selves. However, not everyone is a versed artist who has such proficiency.

Therefore, this research could provide an example for people who wants identi-

cal personal icon without expert experience in the art field by constructing and

training on customized dataset and model. The implementation of this project

does not require any verbose and lengthy prompts as textual input to constraint

the model for consistent output. The project takes advantages of asymmetry of

the strong generative model with larger parameter space and weaker model

which is more focused on specific features instead. Thus, in this project, the au-

thor would like to propose a new approach to Generative Adversarial Network

(GAN) [7] architecture adopting mechanisms in Diffusion Model [8] by using

a weaker but more style-consistent GAN model to cast stronger supervision

over a stronger but less consistent Diffusion Model. This approach will then be

evaluated by experiments on the self-collected and processed dataset together

with a widely used benchmark dataset to examine the possible improvement

of combining 2 prevailing generative networks in computer vision and provide

insights to solve the dilemma, in which fidelity and creativity seem to contra-

dict and cannot co-exist for one generator, of image generator models.
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Therefore, this project aims to propose a new approach that fuses the dif-

fusion process [8] and the Convolutional Neural Network based GAN models

[7], and validate such a model on relatively small datasets that are planned to

be dedicated to this project. The model is expected to have the advantages of

both GAN and diffusion models. Besides, it is a Web GUI and provided for the

user for the sake of accessibility of this work.

For all these works mentioned specifically, the technical details of this project

is based on the conventional deep learning frameworks together with other

supportive libraries as depicted in the table below. As mentioned above, the

project covers full-stack experiments on the fusion of advantages of generative

models which includes data engineering, model design, and deployment. By

the end of these projects, there is a complete novel model with highly-usable

web GUI access. A full list is attached below for detailed reference of all the

deliverable.

Table 1.1: Experiment Platform Specification

Experiment Environment

Pytorch 1.11.0

Python 3.8
CUDA 11.3
GPU NVIDIA A40 & Tesla P100
CPU AMD EPYC 7543 32-Core Processor

Table 1.2: Deliverables Done

Deliverables

- 512*512 Image Dataset

- A new model
- Functional Web GUI
- FYP Thesis for summary

To this end, the proposed project aims to develop a novel approach to Gen-

erative Adversarial Network (GAN) architecture that combines the strengths

2
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of GAN and diffusion models to generate personalized avatars for individu-

als without requiring expert experience in art. The project involves collecting

and processing datasets, designing and training the model using deep learning

frameworks and supportive libraries, and developing a web GUI to make the

model accessible. The project seeks to solve the dilemma where fidelity and

creativity seem to contradict and cannot co-exist for one generator. By the end

of the project, there will be a complete novel model with highly-usable web

GUI access.

1.2 Literature Review

There are a lot of successful GAN-variants that even works perfectly under

several image dataset [5]. Those achievements earn GAN models a great rep-

utation for image visual fidelity while they may still suffer from lacking mode

coverage. These are the so-called inherent over-fitting, which results in lack-

ing diversity in final image outputs, problems of GAN networks that require

Adversarial Optimization as depicted in Fig.1.1 The GAN can be further illus-

trated as an optimization game in Eq.1 where D means Discriminator and G

represents Generator whereas L is the loss function, which is used to measure

the difference between the generated data and the real data. The parameters

µG and µD represent the weights and biases of the generator and discriminator

networks, respectively [7].

Figure 1.1: Generator-Discriminator Equilibrium in GAN model

E = minµG maxµD L(µG, µD) (1)
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As for Diffusion models [8] shown in Fig.1.2 that are famous for their cre-

ativity, they are relatively more aesthetically satisfactory compared with their

GAN counterparts. And more elegant in terms of model architecture which

consists of only one model that needs to be optimized. However, due to their

creativity, the model may return images with chaotic visual details, which are

significantly not as good as GAN models. Apart from that, they cost much

more computational power to converge in training time. Assume ϵ represents

the noise generated randomly by standard Gaussian distribution, x̄ is the result

after n diffusion step and z stands for the final outcome.

Figure 1.2: Diffusion Model Encoder-Decoder

Loss = Ez̄,ϵ

[∥∥∥ϵ − ϵ0

(√
x̄ny0 +

√
1 − x̄nϵ,

√
x̄n

)∥∥∥
1

]
(2)

There have been some related works about the combination of these models,

Denoising Diffusion GANs [9] proposed earlier shows the availability of using

the Denoising Diffusion Probabilistic Model [8] in GAN structures to solve the

trilemmas of Generative models. This work have pointed out the potential of

combining these 2 types of models. Furthermore, there are also techniques like

Low-rank approximation[6] and Adaptive Discriminator[2] to train the models

on limited data on both types of model which have illustrated possible efficient

implementation of each type of model with shows the feasibility of experiment.

These techniques involve methods for augmentation, regularization, and low-

rank adaptation of large language models. With such inspiration, the objectives

of this project have become realistic and achievable.

Adopting GAN-like network structure and optimization techniques to Dif-
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fusion models have been proved by the state-of-the-art research, DiffusionGAN

[10], which uses adversarial supervision to the diffusion steps themselves to

check whether every interval of diffusion is still under control based on a dis-

criminator checking. This work have shown excellent benchmark improvement

which exploit the representation potential of diffusion model by a strong super-

vision from vanilla GAN-like architecture. However, it does not involve more

advanced GAN-like neural networks’ design but only applies the basic idea of

adversarial training to the Diffusion process.

The most important idea of this project’s approach involves using a weaker

but more consistent GAN model to provide stronger supervision over a stronger

Diffusion Model by technologies mentioned above. This basic idea is inspired

by the work in [11], which adds block-wise zero-convolution layers to conduct

control over huge diffusion models pre-trained while without additional input-

level guidance as needed in ControlNet [11].

There is also a parallel work in fusion of both networks[12] published ear-

lier before this dissertation, in which combines the GAN model and Diffusion

Model by direct summations and concatenations between both networks which

have been used for domain adaptation problems in the field of image genera-

tion and shows strong results proving the fusion mechanism, while this method

is relative costly in terms of excessive dataset and prompts needed. In contrast,

the project proposes a method requiring relatively smaller datasets and require

nearly no additional textual constraints apart from metadata collected.

To sum up for this literature review, we have compared GAN and Diffusion

models and highlights their respective strengths and weaknesses. While GANs

produce visually appealing images, they may suffer from mode collapse and in-

sufficient mode coverage, while Diffusion models require more computational

power to train and may produce chaotic visual details. Techniques such as

Denoising Diffusion GANs, Low-rank adaptation, and Adaptive Discriminator

5
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are discussed as potential solutions to limitations in training these models [8]

[6] [2]. The proposed approach involves using a weaker but more consistent

GAN model to provide stronger supervision over a stronger Diffusion Model,

inspired by the work in ControllNet [11].

6



2 | Methodologies

The project can be separated into several stages which involve different top-

ics of data science and machine learning. It will start with big-data-based data

scraping and dataset construction. After proper datasets are made, correspond-

ing models are designed to make predictions based on domain knowledge.

Once the model is proven to be good enough to improve image generation,

subsequent deployment will be implemented to provide convincing practical

values for this project. At this stage of task fulfillment, in the sub sections below,

we will discuss both the data science methodologies in collecting data needed

for this project as well as the deep-learning model design, theories and experi-

ments done.

2.1 Dataset Methodologies

Firstly, the dataset collection is based on data-scrapping with an open anime il-

lustration database, Danbooru [13], which consists of various images with cor-

responding labels and metadata indicating art genre, image style, theme, paro-

dies, etc. In order to construct a limited dataset with relatively consistent styles,

a filter based on these labels is set and therefore ensures the dataset fidelity and

coherence which defined a specific character-based problem domain. As a re-

sult, there are in total of 5138 images collected satisfying a 5 set of keywords

which are “Patchouli Knowledge”, “1girl” and “SFW (suitable for work)”. Part

of the images collected is listed in Fig.2.1 below.

7
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Figure 2.1: Part of preliminary collected images

However, as illustrated above, the scraped whole images are not suitable for

this project aiming to use minimum cost to build an efficient avatar-only gener-

ator based on few-shot image samples. Therefore, an automatic image cropping

algorithm is adopted and implemented specifically for avatar cropping.

Therefore, anime-face cropping in dataset construction utilized a deep-learning

approach which is by running the YOLOv5 network [1] on all the initial sam-

ples collected. The YOLOv5 neural network is trained dedicatedly for the anime

faces by taking samples in another public dataset, Danbooru 2020 anime face

dataset [14]. Such a YOLOv5 network redefines object detection as a regres-

sion problem. It applies a convolutional neural network (CNN) to the whole

image which divides the image into grids and predicts the class probability

and bounding box of each grid. YOLO models are comparably efficient since it

transforms the detection problem into a common regression problem, in which

there is no need for complex pipelines, which makes it significantly faster than

traditional R-CNN [15] counterparts.

Figure 2.2: YOLO-based Anime Detector [1]

However, it is not enough to simply have the faces cropped, the resolu-

tion of the cropped faces ranges from 34*34 to 782*972, which needs to be

8
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homogenized to a specific resolution to be used for training. Therefore, it is

necessary to conduct up-scaling for small samples and then resize them back

into the proper size. Specifically, the Super-resolution reconstruction algorithm

used in this process is an Enhanced Super-Resolution Generative Adversarial

Networks (ESRGAN) [16] based approach that efficiently rebuilds the detailed

textures from blurred patterns as shown in Fig.2.3 which illustrated the proce-

dures in a 4x up-scaling. The images reconstructed were then resized to 512*512

which is a typical resolution used for such a dataset.

Figure 2.3: ESRGAN Algorithm for Dataset construction

To this end, with the successfully collected and homogenized image sam-

ples. It is necessary to prune the dataset for there still exists data inconsistency

in the dataset which contains images of different art styles. Therefore, an addi-

tional step of pruning the dataset is needed. Manual editing is not reasonable

and exhausting, so a k-means image clustering model [17] is used to quickly

identify image classes that differ from each other as shown in Fig.2.4. Then the

minority classes are deleted. Finally, the image dataset is pruned from 5138 to

the size of 1236 with a reasonable and consistent pattern as depicted in Fig.2.5

below.

9
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Figure 2.4: K-means Clustering when k = 3

Figure 2.5: Part of the Produced dataset

2.2 Prior Experiment and Metrics

2.2.1 StyleGAN2 Prior Experiments

To identify problems of the state-of-the-art models and validate the dataset po-

tential, experiments over a cutting-edge model with the dataset are conducted.

The tested model is StyleGAN2. In 2018, NVIDIA released the StyleGAN [5]

paper, Style-Based-GAN Architecture. This paper proposes a new GAN gen-

erator architecture, which allows them to control different levels of detail of

generated samples. Then, StyleGAN2 [3] is proposed in 2020 which fixed some

issues of previous StyleGAN including the water droplet artifacts problem, and

realized scale-specific feature controlled by introducing the direct connection of

10
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the input with the output instead of continuing using the idea of PGGAN [4]

in which training layer by layer fixed small size pictures that are sent to the

discriminator for judgment, and then back-propagated as in the predecessor

StyleGAN.

Figure 2.6: StyleGAN Generator Evolution [2]

In StyleGAN, the generator model includes a "latent space" consisting of a

set of vectors that are randomly sampled from a normal distribution. These

vectors are then transformed by several layers of non-linear functions to gen-

erate an image. Latent noise refers to small random variations in this latent

space vector that can be added to the generator’s input during image synthe-

sis. Essentially, the generator model maps a random vector z from a standard

normal distribution to an output image X. This mapping is achieved through

a series of non-linear transformations applied to intermediate latent vectors W.

Therefore, these variations do not significantly change the overall structure or

content of the generated image, but rather introduce subtle changes in its ap-

pearance such as texture, lighting, or color which gives a consistent style for the

images generated.

Additionally, StyleGAN2 introduces a new normalization term is introduced

to achieve smoother potential spatial interpolation by adding potential spatial

interpolation and describes how changes in the source vector z led to changes

in the generated image. This is achieved by adding the following loss items

11
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to the generator. Eq. 1 shows a Jacobian matrix used for that which compares

the small change in w with the change in the resulting image. This matrix is

multiplied by a random image to avoid falling into the local optimum. The l2

norm of this matrix is multiplied by its exponential moving average.

Ew,y∼N(0,I)

(
||JT

wy
∣∣∣
2
− a

)2
(1)

Since the dataset is quite limited compared with the original dataset the pa-

pers used, this project adopts an Adaptive Discriminator Augment mechanism

(ADA), which can achieve significantly stable training even under conditions

where data is quite limited [2]. During training, the ADA method dynamically

adjusts the intensity of these random variations based on the performance of

the discriminator network. Specifically, if the discriminator is performing well

at distinguishing real and fake images, the intensity of the random variations is

increased, making it more difficult for the discriminator to continue improving

its accuracy. Conversely, if the discriminator is struggling to distinguish real

and fake images, the intensity of the random variations is decreased, making it

easier for the discriminator to learn.

Figure 2.7: Adaptive Discriminator Augment (ADA) Structure [3]

12



Dongheng Lin (1929066)

2.2.2 Metrics

There are several formal metrics used in the evaluation of this project that can

be considered benchmark milestones of the model proposed. We will first look

at the Fréchet Inception Distance (FID) score [18] which evaluates the fidelity of

generated images. In addition, mode coverage [19] will be another important

benchmark that reflects how creative the model is when producing images com-

pared to previous baselines. In FID, we extract features from an intermediate

layer using an Inception network [20] in which distribution for these features

are modeled using a multivariate Gaussian distribution with mean µ and co-

variance σ.

FID(x, g) =
∥∥µx − µg

∥∥2
2 + Tr

(
∑ x + ∑ g − 2

(
∑ x ∑ g

) 1
2

)
(2)

The model‘s FID score is based on the inception distance against 50k real

images. Therefore, after 160kimg the model seems fully converged to a stage

where the outputs are reasonable avatar images with a corresponding FID score

of 9.685418 against real images, which is comparably lower than the official

results based on other open datasets [5]. Given the inconsistency and limita-

tion of the dataset collected, which consist of only limited visual feature and

styles compared with open datasets like AFHQ [21], CelebA-HQ [4], etc., such

a degradation is expected and tolerable.

However, the current StyleGAN2 model reveals some shortcomings to be

improved. As depicted in Fig.2.8, the model suffers greatly from occasional

mode collapse, eye distortion, and even trails of glasses that do not supposed

to be there. Therefore, there is still space for improvement with this cutting-

edge implementation of GAN.

These problems are caused by the inherent problems of the GAN-based

model. The GAN-based model hardly learns any actual relations between vi-
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Figure 2.8: Random Images Generated

sual objects. It most likely absorbs features haphazardly as much as it can to

fool the discriminator. This caused the so-called mode collapse and lacking

mode coverage problem of Generative models before the introduction of Diffu-

sion models[8] which successfully adapted Diffusion steps in noise processing

steps, which models the reconstruction as a denoising procedure. The diffusion

approach is more robust when dealing with inter-dataset inconsistency but is

much more expensive in terms of computational power, which makes it nearly

impossible for persistent web-application deployment without GPU server.

Therefore, starting from this dilemma, we may notice that generating by

diffusion usually assumes that the distribution of each denoising steps can be

modeled by Gaussian distribution. This assumption is applicable to PGGAN-

like [4] generator generation steps, in which thousands of layers are passed

in the generative process. Therefore, GAN generators can be an accelerator

or even the main branch of a generative model. Attaching more stable GAN

models to diffusion process is a valid solution that may provide more consistent

14
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lower-bound for the diffusion steps. We will discuss our approach in the section

below.

2.3 Model Methodologies

In the literature review and prior experiments related to image generative mod-

els, it has been identified that the existing solutions to the problems are not

perfect. These solutions may have some inherent drawbacks that restrict their

performance in terms of generating high-quality images with good visual fi-

delity.

To address these issues, a new solution called StyleDiffuser Model has been

proposed, which combines the strengths of both GAN and Diffusion Models

while mitigating their corresponding limitations. The proposed model archi-

tecture is depicted in Fig.2.9, which serves as a basic blueprint for understand-

ing how the model works.

The StyleDiffuser Model aims to overcome the limitations of the traditional

GAN-based approaches, which suffer from instability and mode collapse is-

sues, leading to poor quality and unrealistic outputs. Additionally, Diffusion

Models also have certain shortcomings, such as style-mixing and training trade-

off, which can limit their scalability and applicability.

The model works by combining a weaker but more consistent GAN model

with a stronger Diffusion Model. This is achieved by concatenating the two

models, with the GAN model producing "prototype" feature maps instead of fi-

nal outputs. These feature maps are then used as input for the Diffusion Model

along with relevant conditional metadata information, which is proved to be

an effective activation for neural networks which is supported [22]. The GAN

model essentially serves as a style extractor in this setup.

To balance the excessive training tradeoff, not only different training ap-

15



Dongheng Lin (1929066)

Figure 2.9: Basic Structure of StyleDiffuser

proaches that ensure low-cost fine-tuning including Low-rank Approximation[6]

and Adaptive Discriminator Augmentation[2] are used. But also the proposed

model uses a localized dataset with limited feature coverage for the GAN model

and a whole-image dataset with more feature context for the Diffusion Model.

For example, for the task of generating Anime Character Faces we are dealing

with, the localized dataset is the dataset cropped using YOLOV5[1], while the

Whole-image dataset consists of original images before cropping. This asym-

metry in model-level knowledge ensures that the stronger model knows more

than the weaker model, while the weaker model helps to keep the stronger

model focused and consistent. This approach allows for faster convergence

during training.

With the StyleDiffuser Model, the authors aim to create a novel approach

that overcomes these challenges and delivers state-of-the-art performance in
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terms of image generation. In the following sections, more detailed explana-

tions and descriptions will be provided for each part of the model, enabling

readers to gain a comprehensive understanding of its functionality and design

principles.

2.3.1 StyleGAN2 Feature Map Latents

As we have shown in the model architecture in Fig.2.9 above, The first compo-

nent we would like to introduce here is the GAN-like structured feature map

generator based on localized dataset. In reflecting on the essence of Generative

Adversarial Networks (GAN), it is important to note that the aim of the gen-

erator is to deceive the discriminator using an image generated from a latent

vector with dimensions W * H that correspond to the size of the desired image

[7]. In the early days of GAN research, most models used random noise as the

initial input without any additional operations to make it representative of the

characteristics of the image dataset. The Conditional GAN was the first attempt

to introduce additional class labels (y) as input, which allowed for some control

over general image semantic classes. However, this approach did not involve

any style-related information that may be irrelevant to the object classes.

It wasn’t until the release of PGGAN [4] that the concept of "latent" was in-

troduced as a trainable transformation process that extracts features from the

original dataset. With the inspiration from "style-transfer" [23] and emphasis

on the "style latent", StyleGAN was then proposed, which used a brand new

architecture to extract and embed style latents between every block to achieve

style consistency even among different objects of the same style. Building upon

this idea [24], the author suggests that it is possible to treat the entire GAN

model as a more compressed view of the portrait of the entire dataset, summa-

rizing all the possible art styles, compositions, etc.

Recent work in the field of Diffusion models has also embraced the con-
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Figure 2.10: PGGAN Latent [4]

cept of latents, making it natural to consider a StyleGAN-latent based diffusion

approach. This would involve introducing a diffusion process to the Style-

GAN2 model that allows for better modeling of complex data distributions

while maintaining control over the desired features. Overall, the development

of GAN models has evolved significantly over the years, and the introduction

of new concepts such as latent vectors and diffusion processes continue to push

the boundaries of what is possible with generative models.

Specifically, the Derivation of the StyleGAN Feature Latents still follows the

original GAN-like models, while treating the final output as the Feature Map

instead of final outcome. Denote this intermediate prototype as G(z) where G

stands for Generator in StyleGAN [5] and z be the noise map with size = W ∗ H.

The StyleGAN starts with a z and it will be converted into W by nonlinear affine

transformation controlled by part of the neural networks,

z → w(w ∈ W) (3)

For simplicity, the dimensions of both spaces are set to 512 and an 8-layer

MLP is used to implement the mapping. Note that this is a trainable process de-

termined by θ the parameter of the network. Thus, this W could be customized
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by such transformation into style information

y = (ys, yb) (4)

which is used after each convolutional layer in the generative network g to con-

trol adaptive instance normalization (AdaIN). The AdaIN operation is defined

by the following equation. Each feature map xi is normalized separately and

then scaled using the corresponding scalar in y. Therefore, the dimensions of y

are twice that of the feature maps in that layer. Unlike style transfer, StyleGAN

is calculated from the vector w rather than from style images. Eq.5 and Fig.2.11

below summarized this process.

Figure 2.11: StyleGAN Generation [5]

FΘa f f ine(w) = y ∈ (yb, ys)

AdaIN (xi, y) = ys,i
xi−µ(xi)

σ(xi)
+ yb,i

G(z) = FΘ(z, y)

(5)

Following this style-base generation idea, the StyleGAN2 [3] have made fur-

ther improvement on the generator mechanism. This model has made further

improvements to the generator mechanism, making it more powerful and ef-
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ficient than its predecessor, StyleGAN [5]. As a result, this project has chosen

to use StyleGAN2 as the baseline backbone model for the StyleDiffuser, taking

into account factors such as benchmarking and training costs.

Compared to vanilla StyleGAN [5], StyleGAN2’s most significant improve-

ment is its revised generator architecture. The AdaIN module between convo-

lutional blocks has been replaced with Weight Demodulation (WD), and ran-

dom noises B have been relocated outside of the style activation component.

These changes can be observed in Fig.2.12 and Fig.2.6. Additionally, the nor-

malization of A no longer calculates the mean value; instead, only the necessary

standard deviation is used to scale the weight w for convolution layers. Modu-

lation and demodulation are then conducted based on σ, which is the expected

standard deviation of the output activation, as shown in Eq.6. Here, j, k and i

enumerate the output and input feature maps correspondingly [3].

Furthermore, StyleGAN2 has incorporated a ResNet-like residual network

architecture for progressive growing, inspired by MSGGAN [25]. This archi-

tecture maps low-resolution features on the final output via skip-connections.

These efforts not only enable the model to produce higher quality images with

finer details and textures [3], but also allow it to extract and utilize the style-

information present within samples. Therefore, StyleGAN2 has made signif-

icant improvements to the style-based image generation process, making it a

more robust and efficient model than its predecessor, StyleGAN. Its revised

generator architecture, ResNet-like residual network [26], and improved use of

style-information make it an ideal choice for the backbone model architecture

for the StyleDiffuser project.

w
′
ijk = si × wijk

σj =
√
(∑i,k(w

′
ijk)

2)

w
′′
ijk = w

′
ijk/

√
(∑i,k(w

′
ijk)

2 + ϵ)

(6)
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Figure 2.12: Weight Demodulation [3]

As illustrated above, the basic idea of style-based image generation is pro-

posed and further improved by StyleGAN series[5] [3] while there is still dif-

ficulties when it comes to implementations on smaller datasets under vanilla

StyleGAN training approaches. Apart from the styled Generator, even though

there is not specific style-related mechanism designed for discriminators, the

discriminator part also need to be customized for this project. With regards to

what we have introduced in the part of prior experiment and literature review,

Adaptive Discriminator Augmentation(ADA) [2] is implemented for limited

datasets, which, in our case, consists of only 1236 samples with limited features

without normalization. The structure of ADA network is depicted in Fig.2.7.

The basic ideas of ADA is realized by augmentation over the discriminator.

Given that the data augmentation deals with over-fitting, the ADA methods

introduced 2 overfitting heuristics rv and rt where r ranges from 0-1 indicating

overfitting probability on validation and training set. rv, rt will jointly influ-
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ence the probability p of augmentation [2]. In that way, the StyleGAN2 assisted

with ADA training, could comprehensively express all the valuable patterns

with in 1236 image dataset without focusing on some specific features only,

and therefore provides fairly good supervision over a stronger model with a

more compressed view of real images.

rv = E[Dtrain ]−E[Dvalidation ]

E[Dtrain ]−E[Dgenerated ]

rt = E [sign (Dtrain )]
(7)

2.3.2 Diffusion Enhancer

It is manifest that the StyleDiffuser uses a Diffusion Enhancer (DE) before the

final output of the model. Diffusion models have gained significant attention in

recent years due to their ability to effectively learn complex data distributions

and generate high-quality samples. These models utilise diffusion processes

to model data generation, focusing on the transition between noise and data.

In this project, we will give justifications on the necessity of the component of

StableDiffusion based Diffusion Enhancer discuss the key advancements in dif-

fusion models, specifically Denoising Diffusion Probabilistic Models (DDPM)

[8] Stable Diffusion [27], and illustrate the diffusion model implementation in

DE component.

Denoising Diffusion Probabilistic Models (DDPM) [8], is a generative model

that employs a diffusion process to model the data distribution. This model is

built upon the idea of transforming a simple noise distribution into the tar-

get data distribution through a series of denoising steps. DDPM utilises a

continuous-time stochastic process, known as the diffusion process, to con-

struct a Markov chain that transitions from noise to data. This process is gov-

erned by a partial differential equation, the Fokker-Planck equation [28], which

describes the time evolution of the probability density of a stochastic process.
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Essentially, a diffusion process is a forward process that gradually adds Gaus-

sion Noise modelled by q(xt|xt1) onto the initial image x0 into a noise map xT

step-by-step. After all the xt, t ∈ (0, T) is derived in forward process, in back-

ward process, which we denoise the noise map, the model aims to fit a model

ϵθ to a process pθ(xt1 |xt) governed by t and xt that recovers image step-by-

step in a Encoder-Decoder architecture [29] as represented in Eq.8 where αt is

a hyper-parameter called noise schedule and ϵt−1 ∼ N(0, 1), σt ∼ N(0, 1) rep-

resent Gaussian noises in forward and backward process correspondingly. The

Eq.9 below shows the loss function for such a DDPM network, which clearly

shows that DDPM have a more elegant mathematical form of optimization

problem in Deep Learning compared with counterpart generative models like

GAN [7] and Variational Auto-Encoder [30]. Due to the advantages brought

by these traits, DDPM has been used in various applications, such as image

synthesis[31], denoising[32], and inpainting[33].

xt =
√

αtxt−1 +
√

1 − αtϵt−1

xt−1 = 1√
αt

xt −
√

1−αt√
αt

ϵθ (xt, t) + σt

(8)

LDM = Ex,ϵ∼N (0,1),t

[
∥ϵ − ϵθ (xt, t)∥2

2

]
(9)

Figure 2.13: Denoising Process [3]

Even though DDPM indicates a new direction for generative models, it is

still incapable for down-stream works like text-to-image, image-to-image, etc.

which is required for the StyleDiffuser to take inputs. Stable Diffusion [27] is

an extension of DDPM that addresses the issue of instability during the gen-

eration process trained on a subset of LAION-5B[34]. Stable Diffusion extends
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the DDPM framework by introducing a latent-space, which uses a Perceptual

Image Compression (PIC) mechanism to compress the original images into la-

tent vectors while eliminating some irrelevent high-frequency features. This

term ensures that the noise injected during each step of the diffusion process

is stable and avoids the accumulation of errors that can occur in DDPM as we

summarized in the loss function in Eq.10 i.e. Given images:

x ∈ RH∗W∗3 (10)

The image will first go through a encoder ζ that encodes the image to the latent

representation space as shown in Eq.14 below.

z = ζ(x), z ∈ RH∗W∗c (11)

The latent generated is then being used to reconstruct a transformation gov-

erned by D in Eq.15 .

x̃ = D(z) = D(ζ(x)) (12)

Therefore, the idea of using latent space in Stable Diffusion is, to some ex-

tent, similar to what we have seen in StyleGAN2 latent representation.

LLDM := EE(x),ϵ∼N (0,1),t

[
∥ϵ − ϵθ (zt, t)∥2

2

]
(13)

Stable Diffusion has been shown to improve the quality of samples in im-

age synthesis [27]. Stable Diffusion also supports conditional generation which

is crucial in realizing Styled generation in StyleDiffuser which enforces its bal-

ance by takes additional supervision of vision feature and metadata informa-

tion. Stable Diffusion is realized by Conditional Denoising Autoencoder (CDA)

ϵθ (zt, t, y) where y is used for image synthesis control where y could be a multi-

modal embedding which will go through a Domain Specific Encoder (DSE)τθ
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that maps different ytext, yimage and yclass into τθ(y) ∈ RM×dτ . CDA is eventu-

ally implemented into the network by cross-attention [35] in Eq.14 [27].

Attention(Q, K, V) = softmax
(

QKT
√

d

)
· V, (14)

Where Q, K and V are correspondingly, in which φi (zt) ∈ RN×di
ϵ is an in-

termediate feature representation of Encoder-Decoder U-Net [29] architecture:

Q = W(i)
Q · φi (zt) ,

K = W(i)
K · τθ(y),

V = W(i)
V · τθ(y)

(15)

Therefore, taking y into consideration, the LLDM can be rewritten as:

LLDM := EE(x),y,ϵ∼N (0,1),t

[
∥ϵ − ϵθ (zt, t, τθ(y))∥2

2

]
(16)

Moreover, There has been state-of-the-art checkpoints pre-trained for spe-

cific tasks including Anime style generation developed by industry [27] [36].

However, the checkpoint models are learned from a database which is too big

for the model to represent. Therefore resulting inconsistent and chaotic outputs

occasionally, it is natural to consider fine-tune and feature constraint to resolve

this issue in the StyleDiffuser project’s DE component.

Specifically, This project implements an efficient approach to fine-tune the

Stable Diffusion baseline based on the collected dataset, Low-Rank Adaptation

(LoRA) is a technique developed to address the problem of fine-tuning large

language models, such as GPT-3 [37], by reducing the number of parameters

that need to be adapted during the fine-tuning process [6]. Although LoRA is

primarily applied to large language models, it can potentially be adapted for

use in fine-tuning diffusion models, like Stable Diffusion, for improved effi-
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ciency.

LoRA works by introducing a low-rank bottleneck in the fully connected

layers of the model, significantly reducing the number of parameters needed

to be updated during fine-tuning. This allows for more efficient training while

maintaining model performance [6]. For each of the selected fully-connected

layers that are applicable to adopt LoRA, LoRA introduce a low-rank bottle-

neck by decomposing the weight matrix into two smaller matrices with dimen-

sions diminput ∗ rank and rank ∗ dimoutput, where diminput is the hidden size of

the pre-trained model, dimoutput is the output size of the layer, and rank is the

chosen rank for the low-rank approximation [6]. During the model’s forward

pass, the original fully connected layer is replaced by the low-rank bottleneck,

where the input is first projected onto the low-rank space and then being added

back to the original output space [6] as shown in Fig.2.14 below. Therefore, the

LoRA is implemented in the diffusion enhancer block for the sake of efficiency

and stability such that it takes in the feature map which represents a more fo-

cused view over dataset and uses task-specific data to Fine-tune the model, and

updates only the low-rank bottleneck parameters instead of the entire weight

matrix of the fully connected layers while training. In that way, the diffusion

enhance not only absorbs knowledge from the collected dataset but also retains

comprehensive knowledge from previously pre-trained massive dataset, mak-

ing the enhancer could be creative on feature-constrained tasks.

Figure 2.14: LoRA Architecture[6]
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To this end, two major components of StyleDiffuser are introduced with cor-

responding justification based on their theories, while we still haven’t covered

the connection mechanism between them in detail. Although both of them do

have affinities on style related tasks, the depth, latent space and representation

of styles of them are asymmetric. Therefore, the project designed a mechanism

to make use of such asymmetry for anime character face generation in a more

reasonable and consistent way.

2.3.3 Feature Localization, Context and Connection

As depicted in the architecture illustration above in Fig.2.9, the image datasets

for 2 components are actually different. Given the asymmetry of the model

depth, style latent representation of them, the relative shallower and weaker

GAN-based feature generator is trained with image with feature localized by

feature "face" by a YOLO-structured object detection model [1], while the dif-

fusion enhancer is trained over uncropped image with full feature coverage.

Denote such feature selection localization function as Cθcropper with input x and

query q f eature, feature map generator as Gθgan , substitution into LossLDM gives

the final formation of the loss function StyleDiffuser model in Eq.17.

X = F(G(Cθcropper(x, q f eature)), qt
f eature)

LLDM := EE(x),X,ϵ∼N (0,1),t

[
∥ϵ − ϵθ (zt, t, τθ(X))∥2

2

] (17)

Here, X means extracted feature map set from feature localized dataset after

with additional query qt
f eature embedded. The generator is optimized via ADA

mechanism to avoid over-fitting. The zt is still governed by original image be-

fore localization and its diffusion process q(xt|xt1) fine-tuned by LoRA process.
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2.4 Experimental Methods

The experiments is conducted over three dimensions, In the first dimension, the

model will be tested for its quality results in generating anime character faces

through qualitative evaluation. This will help determine the model’s effective-

ness and feasibility for the problem stated above.

In the second dimension, the model will be tested on other public test sets

to evaluate its performance on different types of dataset and benchmark its

improvement in similar tasks. In this dissertation, we will focus on an open

animal face dataset, AFHQ[21]. Examine the Fréchet Inception Distance (FID)

score [18] over AFHQ datasets, to measure the fidelity of the generated images

by comparing the statistical distribution of features extracted from real and gen-

erated images.

In the final dimension, a web-based Graphical User Interface (GUI) will be

developed to make the generative model accessible and user-friendly for re-

searchers and other users who may not possess specific technical knowledge.

The primary aim of this GUI is to provide an intuitive interface that enables

users to effortlessly access and operate the model, facilitating the exploration

and utilization of its features and capabilities.

To achieve this, the web GUI will be built using a combination of Django[38]

and jQuery[39]. Django is a high-level Python web framework that promotes

rapid development and clean, pragmatic design. It follows the Model-View-

Controller (MVC) architectural pattern, which separates the application’s data,

user interface, and control logic into independent components. This separa-

tion allows for easier maintenance, modification, and scaling of the application.

Django provides a wide range of built-in features and tools, including a power-

ful Object-Relational Mapping (ORM) system, support for user authentication

and authorization, and customizable templates for rendering HTML pages.
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jQuery, on the other hand, is a popular and lightweight JavaScript library

that simplifies various tasks, such as HTML document traversal and manipu-

lation, event handling, and animation. It is designed to make it easier to work

with HTML documents and interact with web services through Ajax, a tech-

nique that enables asynchronous data exchange between the client and server

without the need for page reloads. jQuery’s simple syntax and extensive library

of plugins streamline the process of creating rich, interactive, and responsive

user interfaces.

By leveraging the power of Django and jQuery, the Web GUI will offer an

interactive platform where users can easily input data, configure model param-

eters, initiate model training or inference, and visualize results. This seamless

integration of technologies will ensure that the generative model is both acces-

sible and user-friendly, catering to a wide range of users, including researchers,

developers, and enthusiasts.

Overall, this experiment aims to evaluate the effectiveness and feasibility of

StyleDiffuser through analyzing their performance and usability across differ-

ent dimensions. It is expected to provide new insights for research in this field

and have a positive impact on its future development.
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3 | Results And Calculations

The improvements of StyleDiffuser compared with predecessor models will be

illustrated in the section below with both qualitative and quantitative evalua-

tions.

3.1 Qualitative Evaluations

Firstly, The StyleDiffuser is tested over the dedicatedly collected and processed

dataset. After 12 hour training with 144kimgs, it return excellent image samples

as shown in Fig.3.1. To quantify the improvement on image quality. Given that

it is hard to construct meaningful inception model for such a limited dataset,

the prevailing Fréchet Inception Distance (FID) [18] is not very indicative for

the performance of model on this limited task. Thus, the experiments takes

out the discriminator component in the Style-feature Map generator as a image

score calculator which is trained independently. The score calculator will re-

turn a value between 0 and 1 for each image sample to indicate the probability

of each image is a real sample or poor patterns depicted by deep learning mod-

els. Taking 0.7 as judgement threshold results in the benchmark calculated as

illustrated in table below.

Clearly, the model is more consistent than both standalone StyleGAN2 and

Stable Diffusion model with higher benign rates, with intuitively better visual

effect as shown in Fig.3.2.
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Table 3.1: Benign rate over 100 images generated

Model StyleGAN2 StableDiffusion StyleDiffuser (10 steps, Euler)

Benign Rates 67% 71% 80%

Figure 3.1: Part of images with scores below threshold

Figure 3.2: StyleDiffuser Outputs

3.2 Quantitative Evaluations

However, for massive datasets consist of more images with more comprehen-

sive data and well-tested inception calculation model baselines, it is possible

to calculate the FID score and evaluate the corresponding performance. This

experiments takes AFHQ-dog[21] dataset, and calculates the FID following the
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equation below. After 150kimg training, we have get following FID scores in

table below indicating may be a balance found by StyleDiffuser between visual

creativity and fidelity in our solution which did not degraded too much even it

was learnt from a checkpoint involves too much other dataset.

FID(x, g) =
∥∥µx − µg

∥∥2
2 + Tr

(
∑ x + ∑ g − 2

(
∑ x ∑ g

) 1
2

)
(1)

The Inception network [20] plays a vital role in calculating the FID score. In-

ception networks, also known as Inception v1 or GoogleNet, are a type of deep

convolutional neural network (CNN) architecture designed for image recogni-

tion and classification tasks. These networks are known for their unique archi-

tecture, which incorporates multiple convolutional layers with different kernel

sizes in parallel, aiming to capture both local and global patterns in an image.

This design allows the network to learn more complex and robust features from

the input data.

To compute the FID score, features are extracted from an intermediate layer

of an Inception network [18]. The distribution of these features is then modeled

using a multivariate Gaussian distribution, characterized by its mean (µ) and

covariance (σ). By comparing the distributions of features from real and gener-

ated images, the FID score quantifies the similarity between them. Lower FID

scores indicate a better match between the distributions, suggesting that the

generated images are more similar to the real ones and hence, possess higher

fidelity[18].

Table 3.2: FID scores over AFHQ-Dog

Model StyleGAN2 DiffusionGAN [10] StyleDiffuser (10 steps, Euler)

FID Score 7.40 4.83 8.52
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3.3 Web GUI

Even though that with the introduction of Style Feature Latent can decrease

the computation trade-off, because it can reduce the number of diffusion steps

that is needed for diffusion model to converge on output. However, it is still

not very applicable to typical CPU-only servers due to excessive memory con-

sumption of diffusion models. Therefore, the real-time Web GUI is based on a

buffer-mechanism, in which a remote agent server with GPU generates batches

of images that will be delivered to the CPU server via SFTP protocol as a rou-

tine. The generation is done by randomly taking images from the batches to

ensure its fast reaction and short execution time. As a result, the project have

built a highly-usable Web GUI as depicted in Fig.3.3 below.
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(a) Idle

(b) Image Generated

Figure 3.3: Web GUI Demo

34



4 | Discussions and Conclusions

The StyleDiffuser model is designed to combine the strengths of StyleGAN2[3]

and Stable Diffusion models, aiming to produce high-quality and visually ap-

pealing images while maintaining a balance between creativity and fidelity. In

the following discussion, we will delve deeper into the model design ideas that

facilitate this combination.

4.1 Discussion

The project have go through all the necessary engineering procedures in Deep-

Learning projects, in which consists of dataset construction, prior research on

previous models, model design and evolution, and final deployment.

The dataset construction for this project involved several crucial steps, in-

cluding data scrapping, image cropping, resolution homogenization, and dataset

pruning. The data was collected from an open anime illustration database,

Danbooru[13], which offers a variety of images with corresponding labels and

metadata. By applying filters based on these labels, a limited dataset with con-

sistent styles was created, consisting of 5138 images.

However, the initial dataset needed further refinement. An automatic image

cropping algorithm using YOLOv5 [1] was implemented to focus on avatar-

only generation. The YOLOv5 network was trained on the Danbooru 2020

anime face dataset and offered a more efficient object detection solution by
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transforming the problem into a regression problem. Following the cropping

process, the images’ resolution was homogenized using an Enhanced Super-

Resolution Generative Adversarial Networks (ESRGAN) [16] approach. This

method efficiently reconstructed detailed textures from blurred patterns, and

the images were resized to a standard 512x512 resolution. Lastly, the dataset

was pruned to eliminate data inconsistency and maintain a more uniform style

across the images. A k-means image clustering model[17] was employed to

identify and remove minority classes, resulting in a final dataset containing

1236 images with consistent patterns. The dataset construction process involved

a series of carefully designed steps to create a high-quality and consistent dataset

suitable for training the StyleDiffuser model. This well-crafted dataset played a

crucial role in the project’s success and the development of an efficient avatar-

only generator.

After successful construction of dataset, we have conducted prior experi-

ment of previous models including StyleGAN2. StyleGAN2 is a state-of-the-

art generative adversarial network (GAN)[7] that has demonstrated remark-

able success in generating high-quality images with impressive diversity. Its

key innovations, such as the adaptive instance normalization (AdaIN) and the

mapping network, contribute to its ability to generate diverse and visually ap-

pealing images. However, one of the limitations of GAN-based approaches is

the potential for mode collapse, where the generator only produces a limited

set of image samples and fails to cover the entire distribution of the training

data.

On the other hand, the Stable Diffusion [27] model is a non-adversarial gen-

erative model based on the idea of denoising score matching. It employs a

diffusion process to gradually transform an image from the target distribution

to a predefined noise distribution, and then reverses the process to generate

new samples. The diffusion model is known for its capability to generate high-

fidelity images that closely resemble the training data, but it may lack the cre-
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ativity and diversity offered by GANs.

The StyleDiffuser model aims to integrate the advantages of both Style-

GAN2 and Stable Diffusion models, utilizing the creativity and diversity of

StyleGAN2 and the high-fidelity image generation of Stable Diffusion models.

To achieve this, the model design incorporates the style features extracted from

the StyleGAN2 model into the diffusion process, guiding the diffusion model’s

denoising steps and providing a more creative and diverse set of generated im-

ages.

In addition, the model design includes mechanisms to reduce the computa-

tional trade-offs often associated with diffusion models. By introducing Style

Feature Latent, the number of diffusion steps required for the model to con-

verge on the output can be decreased, leading to a more efficient generation

process.

As observed in experiments and corresponding results, the StyleDiffuser

model is compared to its predecessor models using both qualitative and quan-

titative evaluations. Initially, the StyleDiffuser is tested on a dedicated dataset,

yielding excellent image samples after 12 hours of training. Since the FID score

[18] is not very indicative for this limited dataset, an independent image score

calculator is used. The results show that the StyleDiffuser model is more con-

sistent and visually appealing than both standalone StyleGAN2 and Stable Dif-

fusion models.

For larger datasets with more comprehensive data, FID scores can be cal-

culated using an Inception network. The experiment uses the AFHQ-Dog [21]

dataset to evaluate the model’s performance, with results suggesting that the

StyleDiffuser model strikes a balance between visual creativity and fidelity,

combining the strengths of both GAN and diffusion models.

However, the model is not easily applicable to CPU-only servers due to the

excessive memory consumption of diffusion models. To address this issue, a
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real-time Web GUI with a buffer-mechanism is implemented, where a remote

agent server with a GPU generates batches of images that are delivered to the

CPU via SFTP protocol. This ensures fast reaction times and short execution

times, resulting in a highly-usable Web GUI.

In summary, as the experiment demonstrates that the StyleDiffuser model

provides improved consistency and image quality compared to its predeces-

sors. The StyleDiffuser model integrates the best aspects of both StyleGAN2

and Stable Diffusion models, aiming to create a generative model that bal-

ances creativity and fidelity, while also addressing some of the computational

challenges associated with diffusion models. This design approach provides a

promising direction for future development in the field of generative modeling.

4.1.1 Future Works & Potential Improvements

As demonstrated, the new model’s generation capabilities are significantly bet-

ter than those of standalone GAN and Diffusion models [3] [36]. However,

there is still room for further improvements and future work to enhance the

model’s performance and applicability.

The first direction for future work involves conducting more extensive ex-

periments. Although the Fréchet Inception Distance (FID) [18] score, the most

commonly used metric, showed no improvement or even declined when adopt-

ing the new model, this indicates that the generated images are less similar to

those in the original dataset from the perspective of another Inception model.

Despite obtaining strong qualitative experimental results and proving that the

StyleDiffuser found a balance between its two predecessor models in terms of

creativity and fidelity when tested on the AFHQ-Dog dataset [21], we can-

not claim that this model is superior to other existing generative models’ ap-

proaches with such limited experimentation. More comprehensive experiments

across a broader range of datasets, such as CELEB-A[40] and YoutubeFace[41],
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etc., are still needed to validate the model.

Additionally, future work can focus on investigating the scalability of the

model structure by analyzing whether its two major sub-components can be in-

terchanged for other types of tasks. For instance, researchers could explore the

use of different GAN feature map generators or alternative diffusion models,

or simply apply varying constraints to the asymmetry features. By examining

these possibilities, the model’s adaptability and performance can be further in-

vestigated and even improved, making it a more versatile and robust solution

for a wider range of applications in the field of generative models.

In short, the new generative model shows improved performance over stan-

dalone GAN and Diffusion models, but further improvements and future work

are necessary. More extensive experiments on various datasets are needed to

validate the model, and future work can focus on investigating the model’s

scalability by examining the interchangeability of its major sub-components for

different tasks.

4.2 Conclusions

In summary, this project has explored the potential of combining two distinct

generative model architectures by concatenating asymmetry feature latent vec-

tors. The project’s methodology encompasses an extensive process of data col-

lection, model design, training, testing experiments, and web-application de-

velopment, which provides ample evidence to support the value and feasibility

of this work.

By integrating the strengths of both generative models, the StyleDiffuser

model aims to balance creativity and fidelity while generating high-quality im-

ages. The novel approach of combining asymmetric feature latent vectors from

different models broadens the scope of generative modeling and paves the way

for further advancements in the field.
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The project’s comprehensive experimentation and validation process not

only highlights the improvements offered by the StyleDiffuser model but also

identifies areas for future work and potential enhancements. Furthermore, the

development of a user-friendly web-application demonstrates the practical ap-

plicability of the model, making it more accessible to researchers and users

without specific technical knowledge.

Overall, this project serves as a testament to the potential of combining dif-

ferent generative model architectures to create more powerful, efficient, and

versatile models that can cater to a wide range of applications and use cases.
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A1 | Appendix - Code and Data

• Code: https://www.kaggle.com/datasets/rathgrith/stylediffuser-fyp

• CheckPoints:

– https://www.kaggle.com/datasets/rathgrith/160klog

– https://www.kaggle.com/datasets/rathgrith/afhq-pretrained

• Dataset: https://www.kaggle.com/datasets/rathgrith/pache512
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