1 Introduction

Internet: Billions of connected computing devices,

Protocol: Protocols define format, order of messages sent and
received among network entities, and actions taken on message
transmission, receipt. (control sending, receiving of messages e.g.,
TCP, IP, HTTP, Skype, 802.11)
Network edge: have 1) hosts:
networks, physical media:
(residential access nets,
access networks)

Digital Subscriber Line: voice, data transmitted at different
frequencies over dedicated line to central office Use existing
telephone line to central office DSLAM, data over DSL phone line
goes to Internet, voice over DSL phone line goes to telephone net,
< 2.5 Mbps upstream transmission rate (typically < 1 Mbps), <
24 Mbps downstream transmission rate (typically < 10 Mbps)
Cable Network: Uses HFC: hybrid fiber coax, asymmetric:
up to 30Mbps downstream transmission rate, 2Mbps upstream
transmission rate, Network of cable, fiber attaches homes to ISP
router, homes share access network to cable headend, unlike DSL,
which has dedicated access to central officedifferent channels
transmitted in different frequency bands (FDM)

Enterprise Access Networks((Ethernet))

clients and servers. 2) access
wired, wireless communication links,
institutional access networks, mobile

institutional link to
ISP (Internet)
~ institutional router
N
Ethernet
switch

institutional mail,
—— web servers

M Typically used in companies, universities, etc.

= 10 Mbps, 100Mbps, 1Gbps, 10Gbps transmission rates

= Today, end systems typically connect into Ethernet switch
Wireless Access Networks: Shared wireless access network
connects end system to router via base station aka “access point”
Wireless LANs:within building (100 ft.), 802.11b/g/n (WiFi):
11,54,450 Mbps transmission rate
Wide-area wireless access: provided by telco
tor, 10’s km, between 1 and 10 Mbps, 3G, 4G: L
Host:Host sending function: takes application message, breaks
into smaller chunks known as packets, of length L bits, transmits
packet into access network at transmission rate R, link transmis-
sion rate, aka link capacity, aka link bandwidth
Physical Media: bit: propagates between transmitter/receiver
pairs, physical link: what lies between transmitter & receiver,
guided media: signals propagate in solid media: copper, fiber,
coax, Fiber optic cable, unguided media: signals propagate freely
ETerrescrial microwave, LAN, Wide-area, Satellite), twisted pair
TP) two insulated copper wires
Network core: interconnected routers, network of networks
Packet-switching: takes L/R seconds to transmit (push out)
L-bit packet into link at R bps, store and forward: entire packet
must arrive at router before it can be transmitted on next link,
end-end delay = 2L/R (assuming zero propagation delay)
Queuing and Loss: if arrival rate (in bits) to link exceeds
transmission rate of link for a period of time: packets will queue,
wait to be transmitted on link, packets can be dropped (lost) if
memory (buffer) fills up 2nd width (bps), L: packet length(bits),
a: average packet arrival rate. La/R ~ 0: avg. queueing delay
small, La/R — 1: avg. queueing delay large, La/R , 1: more
“work” arriving than can be serviced, average delay infinite!
Circuit Switching: end-end resources allocated to, reserved
for “call” between source & destination: dedicated resources:
sharing, circuit segment idle if not used by call (no sharing),
commonly used in traditional telephone networks

(cellular) opera-
TE

Example:

W1 Mb/s link

MEach user:
* 100 kb/s when “active”
* active 10% of time

1 Mops link

M Circuit-switching:
* Wusers Q: how did we get value 0.0004?
WPacket switching:
= with 35 users, probability > 10
active at same time is less than
.0004
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Q: what happens if > 35 users ?

10

o0 (—k!(,:lk)! ) pF @ - p)—Fk

o= @

@E@EE@@@®

at center: small #of well.connected large networks

~———regional net

P e Levl 3, Spi, ATRT, NTT) stons &

Packet Loss: queue (aka buffer) preceding link in buffer has
finite capacity, packet arriving to full queue dropped (aka lost),
lost packet may be retransmitted by previous node, by source end
system, or not at all

Throughput: rate (bits/time unit) at which bits transferred
between sender/receiver, instantaneous: rate at given point in

time, average: rate over longer period of time
Rs

per-connection end-end
throughput:
min(R,R,R/10)

R

in practice: R_or R, is R
often bottleneck L & A
Internet protocol stack: application: supporting network ap-
plications (FTP, SMTP, HTTP) transport: process-process data
transfer (TCP, UDP), network: routing of packets from sourceto
destination (IP, routing protocols), link: data transfer between
neighboring network elements (Ethernet, 802.11 (WiFi), PPP),
physical: bits “on the wire”
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2 Application Layer

Client-server: server: always-on host, permanent IP address,
data centers for scaling; clients: communicate with server may be
intermittently connected, may have dynamic IP addresses, do not
communicate directly with each other.

P2P architecture:no always-on server, arbitrary end systems
directly communicate, peers request service from other peers,
provide service in return to other peers, self scalability — new
peers bring new service capacity, as well as new service demands,
Peers are intermittently connected and change IP addresses —
Complex Management.

Processes communicating: processes in different hosts commu-
nicate by exchanging messages, same process can be both a client
(initiates communication) and a server(waits to be contacted) for
different connections; e.g., in P2P networks

Sockets: process sends/receives messages to/from its socket

‘Applcation A

Application B

twork
Tk

socket controlled by

app developer

controlled
0s

physica

Identifier: to receive messages, process must have identifier,
with process on host.

pp-layer protocol: defines types of messages exchanged, mes-
sage syntax, message semantics, rules for when and how processes
send & respond to messages

application data loss throughput time sensitive
file transfer  noloss elastic no
e-mail noloss elastic no
Web documents  noloss elastic no

real-time audio/video loss-tolerant  audio: 5kbps-1Mbps
video:10kbps-5Mbps
same as above

few kbpsup

elastic

yes, 100" s msec
yes, few secs
yes, 100’s ms
yesand no

no

loss-tolerant
loss-tolerant
no loss

stored audio/video
interactive games

text messaging
Socket programming: Two socket types for two transport ser-

vices: UDP: unreliable datagram (User Datagram Protocol) TCP:
reliable, byte stream-oriented (Transmission Control Protocol)

Socket programming with UDP

Socket programming with TCP

UDP: no “connection” between client & server

* no handshaking before sending data client must contact server  + when contacted by client,

. eates new socket

sender explicitly attaches IP destination address and
port # to each packet

receiver extracts sender IP address and port# from
received packet

UDP: ti

+ server process must first be
running

« server must have created
sacket (door) that welcomes
client’ s contact

particular client
+ allows server to talk with
multiple clients

client contacts server by: + source port numbers used
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Delay, Loss, Throughput in networks:
transmissjon

<«—propagation—

—
nodal

processing  queueing

odal = Doroc + queve + Firans + dorop

| d

+d |

;_l‘— 100 km 4’_1% 100km —

ten-car
caravan

toll toll
booth booth

1) cars “propagate” at 100 km/hr 2)toll booth takes 12 sec to
service car (bit transmission time) 3) car bit; caravan ; time to
“push” entire caravan through toll booth onto highway: 12x10 =
120 sec, time for last car to propagate from 1st to 2nd toll both:
100km/(100km/hr)= 1 hr, i.e. 60 + 2 = 62 min

Queueing Delay: R: link bandwidth (bps), L: packet length
(bits), a: average packet arrival rate. La/R ~ 0: avg. queueing
delay small, La/R — 1: avg. queueing delay large, La/R > 1:
more “work” arriving than can be serviced, average delay infinite!
Traceroute analysis:

traceroute: gaia.cs.umass.edu to www.eurecom.fr

3 delay measurements from
gaia.cs.umass.eduto cs-gw.cs.umass.edu
1 os-gw (128.119.240.254) 1'ms 1ms 2 ms
2 border1-rt-fa5-1-0.gw.umass.edu (128.119.3.145) 1ms 1ms 2 ms
3 cht-vbns.gw.umass.edu (128.119.3.130) 6 ms 5 ms 5 m:
4 jni-at1-0-0-19.wor.vbns.net (204147.132.129) 16 ms 11 ms 13 ms
5 jn1-s07-0-0-0.wae.vbns.net (204.147.136.136) 21 ms 18 ms 18 ms
6 abilene-vbns.abilene.ucaid.edu (198.32.11.9) 22 ms_18 ms 22 ms

nyom-wash.abilene.ucaid.edu (198.32.8.46) 22ms 22 ms 22 msy trans-oceanic
8 62,40.103.253 (62.40.103.253) 104 ms 109 ms 106 ms link
de2-1.de1.de.geant.net (62.40.96.129) 109 ms 102 ms 104 ms in
0.96.50) 113 ms 121 ms 114

s 114 ms

ms 114 ms 112 ms
116 ms

24 ms

8 .98.
14 r3t2-nice.cssi.renater.fr (195.220.98.1 124 ms

15 eurecom-valbonne.r3t2.ft.net (193.48.50.54) 135 ms 128 ms 133 ms

16 194.214.211.25 (194.214.211.25) 126 ms 128 ms 126 ms

17 ren

18 +** * means no response (probe lost, router not replying)

19 fantasia.eurecom.fr (193.65.113.142) 132 ms 128 ms 136 ms

i data may be lost or received to distinguish clients {more

+ Creating TCP socket, in Chap 3]

specifying IP address, port
number of server pracess
when client creates socket:
client TCP establishes
connection to server TCP

out-of-order

Application viewpoint:
« UDP provides unreliable transfer of groups of bytes
(“datagrams”) between client and server

application viewpoint:
TCP provides reliable, in-order
byte-stream transfer ("pipe”)
between client and server

HTTP: hypertext transfer protocol: client/server model
client: browser that requests, receives, (using HTTP protocol)
and “displays” Web objects, server: Web server sends (using
HTTP protocol) objects in response to requests.

HTTP Steps: client initiates TCP connection (creates socket)
to server, port 80. server accepts TCP connection from client.
HTTP messages (application- layer protocol messages) exchanged
between browser (HTTP client) and Web server (HTTP server).
TCP connection closed.

HTTP is “stateless server maintains no information
about past client requests.

Non-persistent HTTP

suppose user enters URL:
hool.

»

(contains tex, references to
10 jpeg images)

1a. HTTP client initiates TCP connection to
HTTP server (process) at
www.someSchool.edu on port 80 Lb. HTTP server at host
www.someschool.edu waiting for
TCP connection at port
80. “accepts” connection,
notifying client

2. HTTP client sends HTTP request
‘message (containing URL) into TCP
connection socket. Message indicates,

< that client wants object
someDepartment/home.index

HTTP server receives request
message, forms response message
containing requested object, and
sends message into its socket

N
HTTP server closes TCP connection.

IQEPEAT 10 TIMES FOR 10

IMG

HTTP response time: one RTT to initiate TCP connection +
one RTT for HTTP request and first few bytes of HTTP response
to return + file transmission time non-persistent HTTP re-
sponse time = 2RTT+ file transmission time

Persistent HTTP: E

5. HTTP client receives response message
containing html file, displays html. Parsing
html file, finds 10 referenced jpeg objects

+ server leaves connection open
after sending response

+ subsequent HTTP
messages between same

Pipelining
* Send several requests at
once

7 B

it TCP

{ tste QUG
client/server sent over open st L HTTP/2 Taeion
5
connection RIT. * Push resources il
* client sends requests as soon RTYY send
d . Quic I
as it encounters a referenced roquest -

object e * Eliminate first RTT
« aslittle as one RTT for all the
referenced objects

push
Sbjocts

HTTP request message: two types of HI'TP messages: request,
response

recuest
5] [ version Gr]] e
header field name T ———— camiage retum cramctsr
T i
(GETPOST, " GET /index.html HTTE/1.1\r\h
lines Host: www-1
Pt
i (00 .
he Il header 0 g=( \n
cace feid name ] vaive SR nes Seat
line feed at starl Foep- bve: 116\z\n
offie ndicates __ LSoRnection: kesp-aliveizia
L entity body 1 body endof header ines.
Method types: HTTP/1.0: GET, POST, HEAD (asks server to

leave requested object out of response) HTTP/1.1: GET, POST,
HEAD, PUT, (uploads file in entity body to path specified in
URL field), DELETE (deletes file specified in the URL field)

status line

protocol

status code. BTTZ/1.1 200 OK\r\n

Status phrase) | Date: Sun, 26 Sep 2010 20:09:20 GMT\z\n
Server: Apache/2.0.52 (Centos)\r\n
Last-Modified: Tue, 30 Oct 2007 17:00:02 GMT\Z\n 2000K

ETag: "7ace-asc-bfT16880ME\n - requestsuceds requees bt n 1
header | Accept-anges: bytes\z\n 301 Moved Permanently
nes | o e eatats, max=100\e\n * et v newlocaon s s b s g
Conhaction; ReepoALive\zin
g : \r\n 400 8ad Request
" - requstmeg o mderstoadby s
ata data data data data ... 408 Not Found
g cg, - requrste document ot ound ot serer
reauestec 505 HTTP Version Not Supported
Cookies: four components: 1) C ookie header line of HTTP

response message 2) Cookie header line in next HTTP request
message 3) Cookie file kept on user’s host, managed by user’s
browser 4) Back-end database at Website

client g B server

cookie file T creates ID
usual hitp response 1678 for user create backend
set-cookie: 1678 E"W\daﬁbass
Usual http request msg -
cookie: 1678 cookie-  access
specific
usual http response msg action
one week later.
access
usual http request msg
cookie: 1678 cookie-
specific

usual htip response msg action

Web caches (proxy server) user sets browser:
via cache.
in cache:

Web accesses
browser sends all HTTP requests to cache. object
cache returns object. else cache requests object from

origin server, then returns object to client

Calculating access link
utilization, delay with cache:
+ suppose cache hit rate is 0.4
- 40% requests satsfied a. cache, 60%
requests satsfed s origin

assumptions:
= avg object size: 1 Mbit

avg request rate from browsers to
origin servers: 15/sec
ave data rate to browsers: 15 Mbps
RTT from institutional router to any.
origin server: 2 sec
access link rate: 15.4 Mbps

BHE ..

« total delay
=056 [delay from,

consequences:
LAN utilization: 1.5%
sccess Ik lskon 7
ot delay - Internet deTay = access
delay + LAN delay

e minutes + usecs

origin servers)

_ Problem!

<loss than with 100 Mbps i

Cost: web cache (cheay

local web,
cache

Conditional GET Goal: don’t send object if cache has up-to-date

cached version — no object transmission delay — lower link

n server

no identifier includes both IP address and port numbers associated utilization.

outgoing
message queue

client

g

O user mailbox

HTTP requestmsg biect
It-modified-since: <date> objec
y not
HTTP response T):(g:d
HTTPI1.0 <dates
304 Not Modified ate
HTTP request msg
If-modified-since: <date> object
modified
HTTP response after
HTTP/1.0200 OK <date>

<data>

Electronic mail Three major components: 1)user agents 2) mail
servers 3) SMTP: Simple Mail Transfer Protocol

User Agent: a.k.a. “mail reader”, composing, editing, reading
mail messages, e.g., Outlook, Thunderbird, iPhone mail client,
outgoing, incoming messages stored on server Mail Servers: 1)
mailbox contains incoming messages for user 2) message queue
of outgoing (to be sent) mail messages (SMTP protocol between
mail servers to send email messages , client: sending mail server,
“server”: receiving mail server).

SMTP Example: 1) Alice uses UA to compose message “to”
bob@someschool.edu 2) Alice’s UA sends message to her mail
server; message placed in message queue 3) client side of SMTP
opens TCP connection with Bob’s mail server 4) SMTP client
sends Alice’s message over the TCP connection 5) Bob’s mail
server places the message in Bob’s mailbox 6) Bob invokes his
user agent to read message

, o )
Alice 4 Bob
5
Alice’s mail server Bob's mail server
SMTP uses persistent connections, SMTP requires message
(header & body) to be in 7- bit ASCII, SMTP server uses

CRLF.CRLF to determine end of message

comparison with HTTP: HTTP: pull, SMTP: push. both have
ASCII command /response interaction, status codes. HTTP: each
object encapsulated in its own response message, SMTP: multiple
objects sent in multipart message

SMTP: protocol for

exchanging email messages

RFC 822: standard for text
message format:

blank
[~ line

* header lines, e.g.,
 To:
« From:
- Subject:
different from SMTP MAIL
FROM, RCPT TO:
commands!

* Body: the “message”

+ ASCll characters only
Mail access protocols retrieval from server: POP: Post Office
Protocol [RFC 1939]: authorization, download. IMAP: Internet
Mail Access Protocol [RFC 1730]: more features, including ma-
nipulation of stored messages on server. HTTP: gmail, Hotmail,
Yahoo! Mail, etc.
DNS: domain name system: DNS services: hostname to IP
address translation, host aliasing, canonical, alias names, mail
server aliasing, load distribution, replicated Web servers: many
IP addresses correspond to one name
client wants IP for www.amazon.com; 1 st approximation: 1)
client queries root server to find com DNS server 2) client queries
.com DNS server to get amazon.com DNS server 3) client queries
amazon.com DNS server to get IP address for www.amazon.com

body




o0t DNS server
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Root DNS Servers

com DNS servers org DNS servers edu DNS servers eutortaia DN s

s ongrilinoi od

polyedu  umass.edu

pbs.org
DNS serversDNS servers

yahoo.com  amazon.com
DNS servers

DNS servers  DNS servers
Root Name Servers: Contacts authoritative name server if
name mapping not known Gets mapping, Returns mapping to
local name server.

Top-level domain (TLD) servers: responsible for com, org,
net, edu, aero, jobs, museums, and all top-level country domains,
e.g.: uk, fr, ca, jp, Network Solutions maintains servers for .com
TLD, Educause for .edu TLD

Authoritative DNS servers: Organization’s own DNS server(s),
providing authoritative hostname to IP mappings for organiza-
tion’s named hosts, can be maintained by organization or service

P

provider
oot DNS sarer
type=A type=CNAME

* name is hostname
* valueis IP address

* name s alias name for some
“canonical” (the real) name
* www.ibm.com is really

TooNs

le /l\

type=NS somverentt ook )
+ name s domain (e.g. * value is canonical name 1T
foo.com) B
- value is hostname of .
value s hostname type=MX i

requesting nost
st

* value is name of mail server
associated with name

server for this domain

estongriinis s
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Clients: must download total NF bits = stillneed to upload NF bits
+ max upload rate (imiting max download rate) is u, + 3 u;

File distribution:

+ Server transmission: must E

sequentially send (upload) N 7

file copies:
= Client: each client must download file copy

client-server vs P2P

Server tronsmission: must uplaad
at least one copy

- time to send one copy: F/u,

E

=

* time to send one copys £/,

Clertench cont must downlond.
* time to send N copies: NF/u,

file copy.

*+ min client download time: F/d,,
+ Gy = min client download rate
+ min client download time: /c,.,

Time to distribute F to N clients using client-server opproach

=D,., = max{NF/u,, F/d,} u

Time to distrbute F to N clients using P2P approach
Dy = Max{F/iy, F/dpn, NF/(u, + Su)} ‘
BitTorrent: File divided into 256Kb chunks. Peers in torrent
send/receive file chunks. peer joining torrent has no chunks,
but will accumulate them over time from other peers, registers
with tracker to get list of peers, connects to subset of peers
(“neighbors”) while downloading, peer uploads chunks to other
peers, peer may change peers with whom it exchanges chunks.
churn: peers may come and go. once peer has entire file, it may
(selfishly) leave or (altruistically) remain in torrent.

Linear inc by|

tracker: tracks peers
participating in torrent

B 2
Al
|

torrent: group of peers
exchanging chunks of a file

fg

Alicearrives ...
.. obtains list
of peers from tracker
... and begins exchanging
file chunks with peers in torrent /mgf«—"

requesting chunks: at any given time, different peers have
different subsets of file chunks, periodically, Alice asks each peer
for list of chunks that they have, Alice requests missing chunks
from peers, rarest first

sending chunks tit-for-tat: Alice sends chunks to those four
peers currently sending her chunks at highest rate, other peers
are choked by Alice (do not receive chunks from her), re-evaluate
top 4 every 10 secs. every 30 secs, randomly select another peer,
starts sending chunks, “optimistically unchoke” this peer, newly
chosen peer may join top 4

Distributed Hash Table (DHT):

each peer only aware of
immediate successor and
predecessor.

What is the value
associated with

O(N) messages
on average to resolve
query, when there

32
are N peers
1
3
15
a4
12
+ each peer keeps track of IP addresses of predecessor,
successor, short cuts.
« reduced from 6 to 3 messages.
+ possible to design shortcuts with O(log N neighbors, Oflog N) 10
messages in query 8

handling peer churn: peers may come and go (churn),each
peer knows address of its two successors, each peer periodically
pings its two successors to check aliveness, if immediate successor
leaves, choose next successor as new immediate successor.
example: peer 5 abruptly leaves,peer 4 detects peer 5’s depar-
ture; makes 8 its immediate successor, 4 asks 8 who its immediate
successor is; makes 8’s immediate successor its second successor.
Video Streaming: challenge: scale - how to reach ~ 1B users?
heterogeneity different users have different capabilities
Multimedia: video CBR: (constant bit rate): video encoding
rate fixed, VBR: (variable bit rate): video encoding rate changes
as amount of spatial, temporal coding changes. spatial coding
example: instead of sending N values of same color (all purple),
send only two values: color value (purple) and number of repeated
values (N), temporal coding example: instead of sending com-
plete frame at i+1, send only differences from frame i

DASH: Dynamic, Adaptive Streaming over HTTP server:
divides video file into multiple chunks, each chunk stored, en-
coded at different rates, manifest file: provides URLs for different
chunks, client:, periodically measures server-to-client bandwidth,
consulting manifest, requests one chunk at a time, chooses maxi-
mum coding rate sustainable given current bandwidth, can choose
different coding rates at different points in time (depending on
available bandwidth at time), “intelligence” at client: client
determines 1) when to request chunk (so that buffer starvation,
or overflow does not occur), 2)what encoding rate to request
(higher quality when more bandwidth available), 3)where to re-
quest chunk (can request from URL server that is “close” to client
or has high available bandwidth) 125

Content Distribution Networks (CDNs): stores copies of
content at CDN nodes, subscriber requests content from CDN
(directed to nearby copy, retrieves content may choose different
copy if network path congested)

3 Transport Layer

Transport services and protocols provide logical communica-
tion between app processes running on different hosts. send
side: breaks app messages into segments, passes to network layer,
rcv side: reassembles segments into messages, passes to app
layer, more than one transport protocol available to apps (TCP
and UDP

Multiplexing/Demultiplexing

multiplexing at sender:
handle data from multiple
sockets, add transport header
(later used for demultiplexing)

use header info to deliver

demultiplexing at receiver

received segments to corre

rdt_send(data)

Sndpkt = make_pki(0, data, checksum)
udt_send(sndpkt)

rdt2.1 Sender

rdt_rcv(rcvpkt) &&
( corrupt(rcvpkt) ||
iSNAK (rovpkt) )

udt_send(sndpkt)

rdt_rcv(revpkt)
&& notcorrupt(rcvpkt)
&8 isACK (rovpkt)

A

rdt_rcv(rcvpkt)
&& notcorrupt(rcvpkt)
&& isACK(rcvpkt)

rdt_rcv(rcvpkt) &&
( corrupt(rcvpkt) ||
isNAK(rovpkt) )

udt_send(sndpkt)

rdt_send(data)

sndpkt = make_pki(1, data, checksum)
udt_send(sndpkt)

rdt_rev(revpkt) && notcormupt(revpkt)
&8 has_seq0(revpkt)

T r— rdt2.1 receiver

deliver_datadata)

Sndpkt = make_pKI(ACK, chksum)

udt_send(sndpkt)

\
\
rdt_rev(rovpkt) && (comuptrovpkt) ) rat_rev(revpkt) && (comupt(revpkt)
sndpkt = make_pt(NAK, chksum)
udt_send(sndpkt)

Sndpkt = make_pKI(NAK, chksum)
udt_send(sndpkt)

rdt_rov(rcupkl) &8
not cormupt(ievpkt) 8&
has_seq(rcvpkt)
sndpki = make_pK(ACK, chksum)
udt_send(sndpk!)

dt_rev(revpkt) &&
ot cormuplrevpkt) 8&
has_seqO(revpky

sndpkt = make_pK(ACK, chksum)

udt_send(sndpkt)

rdt_rov(rovpk) && notcorupi(revpk)
8 has_seq1 (rcvpk)

extract(rcpkt data)
deliver_data(data)

‘sndpkt = make_pKI(ACK, chksum)
udt_send(sndpki)

socket
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emultiplexing: host receives IP datagrams, each datagram has
source IP address, destination IP address, each datagram carries
one transport-layer segment, each segment has source, destina-
tion port number, host uses IP addresses & port numbers to
direct segment to appropriate socket
Connection-oriented demux:

application

application application

physical

rver: P
dress B

=

host:IP
address C

4

host:IP
address A

sel
ads

source Ipport: B,80
lest IPport: source IRport: C,5775
dest Iport: B8O

Hource ,plon; CI157

dest IRport: B8O

source IRpoi
dest I, po

three segments, all destined to IP address: B,

dest port: 80 are demultiplexed to different sockets
TCP socket identified by 4-tuple: source IP address, source
ort number, dest IP address, dest port number TCP socket
identified by 4-tuple:, source IP address, source port number,
dest IP address, dest port number Connectionless UDP: “no
frills,” “bare bones” Internet transport protocol, “best effort”
service, UDP segments may be:, lost, delivered out-of-order to
app, no handshaking between UDP sender, receiver, each UDP
segment handled independently of others

32 bits

source port # r/deswm
length < | _checksum

J,

example: add two 16-bit integers

. 1110011001100110

appication 1101010101010101
(payload)

wraparound 011101110111011

sim  1011101110111100

UDP segment format checksum 01 0001000100001 1

UDP checksum:detect “errors” in transmitted segment. sender:

treat segment contents, including header fields, as sequence of
16-bit integers, checksum: addition (one’s complement sum) of

segment contents, sender puts checksum value into UDP checksum

field. receiver: compute checksum of received segment, check if

computed checksum equals checksum field value.

Reliable Data Transfer:

rdt_send() : called from above,
(e.g., by app.). Passed data to

deliver to receiver upper layer

deliver data() : called by
rdt to deliver data to upper

rdt_send()

[ftaldeliver_data()

send |reliable data relicble data receive
id fransfer protocol fransfer protocol id
side  |sending side) receiving side) side
udt_send 0§ frat_revi

/ L{ unrelicble channel J

udt_send () : called by rdt,
to transfer packet over
unreliable channel to receiver

rdt1.0: Reliable transfer over a reliable channel. underlying
channel perfectly reliable, no bit errors, no loss of packets, sepa-
rate FSMs for sender, receiver: sender sends data into underlying
channel, receiver reads data from underlying channel.

rdt2.0: Channel with bit errors. Uses 1) acknowledgements
(ACKs): receiver explicitly tells sender that pkt received OK.
2) negative acknowledgements (NAKSs): receiver explicitly tells
sefndzr that pkt had errors, 3) sender retransmits pkt on receipt
of NAK

rdt_send(data)

zdt_rcv () : called when packet
arrives on rcv-side of channel

&&
)

rdt_rov(rovpkt) && isACK(rcvpkt)
—_—

rdt_rov(revpkt) &&

notcormupt{fcvpkt)

extract(rcvpkt data)

deliver_data(data)
udt_send(ACK)

what happens if ACK/NAK corrupted?
er doesn’ t know what happened at receiver!
“Can’ tjust retransmit: possible duplicate

rdt2.1: Sender, handles garbled ACK/NAKs, Handles bit cor-
ruptions that are detected by checksum, Uses a 1-bit sequence
number to detect retransmission at receiver

rdt2.2: A NAK-free protocol, same functionality as rdt2.1, using

udt_send(sndpkt)

& applfation ACKs only. instead of NAK, receiver sends ACK for last pkt
application. D\ P applcation l:lm(lfceived OK (receiver must explicitly include seq # of pkt being
) CKed), duplicate ACK at sender results in same action as NAK:
vl - & OOr st ransmit current pkt
Foner] ot o
T e i — rdt_send(data)
i . e I 2] : Snapkt = make_pK{(0, data, checksum)

rdt_rev(rovpkt) &&
( cormupt(rcvpkt) ||
iSACK(revpkt.1) )

udt_send(sndpkt)

a2 )
. ACK
. o
sender FSM
fragment rdt_rev(revpkt)
y && notcormupt{revpkt)
&& ISACK(revpkt,0)

A

rdt_rov(rovpkt) &&
(cormupt(rcypkt) ||
has_seq1(rcvpkt))
sndpkt = make_pkt(A
chksum)
udt_send(sndpkt)

Wait o\ receiver FSM

0 from
SKA_beloy fragment
rdt_rcv(revpkt) && notcormupt(rcypkt)
&& has_seq0(rcvpkt)
extract(rovpkt.data)
deliver_data(data)
sndpkt = make_pkt(ACKO, chksum)
udt_send(sndpkt)
rdt3.0: Channels with errors and loss of packets (data, ACKs).
approach: 1) sender waits “reasonable” amount of time for
ACK, 2) retransmits if no ACK received in this time, 3) requires
countdown timer, 4) if pkt (or ACK) just delayed (not lost):
retransmission will be duplicate, but seq. # have already handles
this, receiver must specify seq # of pkt being ACKed

rdt_send(data)
\  SndpKi = make_pki(0, data, checksum)

A udt_send(sndpkt)
y _strt_timer

rdt_rov(revpkt) &&
( corrupt(revpkt) ||
ISACK(rovpkt.1) )

rdt_revirevpkt) A

A
timeout
udt_send(sndpkt)
start_timer
rdt_rev(revpkt) B
&& notcormupt(rcvpkt) rd_rev(revpkl)

&8 isACK(rovpkt 1)
stop_timer

&& notcormupt(rcvpkl)
88 iSACK(revpkt0)
Stop_timer

timeout
udt_send(sndpkt) C
start_timer

rdt_revirevpkt)
dt_send(data) A

ake_pKI(1. data, checksum)
udt_send(sndpkt)

rdt_rev(rovpkt) &&
( corrupt{revokt) ||
iSACK(rcvpkt,0) )

start_timer
A
rdt3.0 in action
sender receiver sender receiver o '5:”‘:;' e
cer BT o
‘send pkto. X0 ‘send pkt0. 0 rev.
—_ ., g sndpko —o__ \;;\ oo
» ‘send ack0 0 ‘send ack0 rov pkto ey ackd /
o 25 o 2 = Senfl o cvadd
>;:vgmk, B | endaa
revadd (= send ack1 o .
e e wovpier " L vkt send b B0 e sl
= M U s,
i s <
G -
(b) packet loss. (€) ACK loss. (d) premature timeout/ delayed ACK

Performance of rdt3.0: under 1 Gbps link, 15
8000 bit packet, pipeline to improve performance
ot

ramned, =L /R ]

ms prop. delay,

<oncer oceiver
frst packt bt arsitd, = 0.
ot pacet bt vanamned, 1= L/ R

Tt pacet it arves
® et packe b arve, sond ACK ot b o1 57 packet arives: s ACK

st packt it v

ACK aves, send .

. P RIS RE -
ACK ave,sond e
e 3-packet pipelining increases
| ! utization by a factor of 31
LR 0 /R oo )
v R e, - 000027 L
sender” RTT+L/R 30008 soncer™ R T 7R " oo 0:00081

Pipelining (GBN or Selective Repeat):

sender window (N=4] sender receiver

GBN
Bi2345678 send pkt0
(25450676 send pktl
send EkT.Z receive pkt0, send ack0

end bkis receive pkti, send ackl

(wait)

—

g

receive pki3, discard,
rev ack0, send pktd (re)send ackl

rev ackl, send pkts receive pktd, discard,

re)send ackl

fanore duplicate ACK receive pkiS, discard,

it 2 timeout (re)send acki
send pki2
send pkB3
send pkt4 \ rev pkt2, deliver, send ack2
send pkts \ rev pkt3, deliver, send ack3
<>

rcv pkid, deliver, send ackd

~< rcv pkts, deliver, send acks

GBN: Sender: k-bit seq # in pkt header, “window” of up to N,
consecutive unack’ed pkts allowed. ACK(n): ACKs all pkts up to,
including seq # n — “cumulative ACK” timer for oldest in-flight
pkt. timeout(n): retransmit packet n and all higher seq # pkts in
window. Receiver: ACK-only: always send ACK for correctly-
received pkt with highest in-order seq #, may generate duplicate
ACKs, need only remember expectedseqnum, out-of-order pkt:,
discard (don’t buffer): no receiver buffering! re-ACK pkt with
highest in-order seq #



receiver window

after receipt)

sender window

(after receipt

o012

= 0B
— 01E0H>

s willaccept packet

sender window (N=4) sender receiver ith
3 it soq rumber 0
Mizaise70 send pkto Selective Repeat () o problem
W:zisere Send piet
TEoore send w receive pito, send ackd receiver can't see sender side.
EER) 5c7e send pm receive pkt1, send ackl receiver behavior identical in both cases!
(wawt) e i, b something's (very) wrong!
OfEEEE5 70 rovacko, send pkl4 K ©
oERRER 75 rov acki, send pkts receive pitd, buffer,
ot/ riy po12 okt (WIM— oEFEI0:2
Cvm s arved e, Bl > 0BT 2
2 pkt 2 timeout. —> 0182
o170 x
[ - - ST
SR dat et rovp; dorpz, e pag, X
i reord ks 3, pkt, pkt; send ac E:012
o P, pit4, p L | |
) o0ps! ichseq nimber 0
Q: what happens when ack2 arives? (b) oopst

What relationship between seq # size and window size to
avoid problem in (b)? In technical terms, if N is the size of the
sequence number space and W is the window size, the condition
to avoid such problems is: N>2W

TCP Overview: 1) full duplex data (bi-directional data flow
in same connection, MSS: maximum segment size) 2)connection-
oriented (handshaking inits sender, receiver state before data
exchange) 3) flow controlled (sender will not overwhelm receiver)
4) point-to-point (one sender, one receiver) 5) reliable, in-order
byte steam (no “message boundaries”), 6) pipelined (TCP con-
gestion and fHlow control set window size)

TCP Segment

outgoing segment from sender
[ oo |
e e
iosgonen miror
rwnd

— 32bis —

URG: urgent data

-

(generally not used) source port# | dest port # ;;ubﬂy‘t‘gg
ACK:ACK # sequence number of dat _windou see
valid acknowledgement number (not segmems'
PSH: push data now | o June RIS receive window "l"l"l
(generally not used) — Tm Urg data pointer \# by“;ﬁ‘m LA sewsm e
RST, SYN, FIN: to accept _r

s (variable length) .
sen
ACKed

‘connection estab sent, not-

(setup, teardown

- yet sen
commands) application fight") .
incoming segmen

Internet data il

checksum (variable length)

(a5 in UDP)

rnd

Sequence numbers: byte stream “number” of first byte in seg-
ment’s data acknowledgements: (seq # of next byte expected
from other side, cumulative ACK

TCP timeout interval: EshmatedRTT plus “safety margin”

DevRTT = (1 — ) X DevRTT + 8 X |SampleRTT — EstimatedRTT|

(typically, B = 0.25)
TimeoutInterval = EstimatedRTT + 4 x DevRTT

estimated RTT “safety margin”
TCP reliable data transfer TCP creates rdt service on top of
IP’s unreliable service using pipelined segments, cumulative acks,
single retransmission timer
data received from application above
create segment, seq. #: NextSeqNum
pass segment to IP (ie,, “send”)
NextseqNum = NextSeqNum + length(data)
if (timer currently not running)
start timer

A
NextseqNum
SendBase

nitalSeqNum
nitialScqNum

timeout
retransmitnot-yet-acked segment

with smallest seq. #
start timer

ACK received, with ACK field value y

if {y > SendBase) {
SendBase =y
/* sendBase-1: last cumulatively ACKed byte */
if (there are currently not-yet-acked segments)

TCP Sender

usabl
et ACked bumot usElﬂCP flow control:

event at receiver TCP receiver action

arrival of in-order segment with
expected seq #. All data up to
expected seq # already ACKed

delayed ACK. Waitup to 500ms
for next segment. If no next segment,
send ACK

arrival of in-order segment with
expected seq #. One other
segment has ACK pending

immediately send single cumulative
ACK, ACKing both in-order segments

arrival of out-of-order segment
higher-than-expect seq. # .
Gap detected

immediately send duplicate ACK,
indicating seq. # of next expected byte

arrival of segment that
partially or completely fills gap
TCP fast retransmit: if sender receives 3 ACKs for same data
(“tr\ple duplicate ACKs”), resend unacked segment with smallest
eq #. (likely that unacked segment lost, so don’t wait for time-

immediate send ACK, provided that
segment starts at lower end of gap

out)

Host A Host B

application may
remove data from -

[~ Seq=92, 8 bytes of data TCP socket buffers ...

\SEQZIDD,W
2N

... slower than TCP
receiver is delivering —
l-ACK=100 (sender is sending)
ACK=100
ol
e

timeout

ACK=100
|’

| "Seq=100, 20 bytes of data

50

- : | '
nitting from sender

fast retransmit after sender
receipt of triple duplicate ACK — |

receiver protocol stack

receiver controls sender, so sender won’t
overflow recewers buffer by transmitting too much, too fast.
Lsemigceiver “advertises” free buffer space by mcludmg rwnd

Tue in TCP header of receiver-to-sender segments, (RcvBuffer
ze set via socket options, many operating systems autoadjust

m@p@r@mum chuffer) 2) sender limits amount of unacked (“in-flight”) data

Crecelver ’s rwnd value.

P Connection Management:

client state g/ E server state
LISTEN LISTEN
choose init seq num, x
send TCP SYN msg
SYNSENT SYNbit=1, Seq=x
choose init seq num,
send TCP SYNACK
msg, acking SYN SYNRCVD
SYNbit=1, Seq=y
ACKbit=1; ACKnum=x+1
received SYNACK(x)
indicates server is live;
ESTAB send ACK for SYNAC
thissegment may contan | ACKbit=1, ACKnum=y-+1
client-to-server dai
. recelved ACK(Y)
indicates client s live
ESTAB

TCP 3-way handshake

start timer dlient state g ' server state
else stop timer EsTAB coB
Host A Host B Host A HostB  HostA HE clientsocket.close () |
FIN_WAIT_1 can no longer FINbit=1, Seq:x\‘
send but can
receive data — CLOSE_WAIT
SendBase=92 ~— . . ACKbit=1; ACKnum=xHL | g
, 8 bytes of data ‘ Seq=92, 8 bytes of data &92, 8 bytes of data  FIN_WAIT_2 wait for si\r:i — o e
S Seq=100, 20 bytes of d Seq=100, 20 bytes of d
AcK=t06 g “ el = = —_— LAST_ACK
H g x 22 _Ebite1, sed=y
ACK:H)O/ £ TIMED_WAIT can no longer
ACK=120 - ACK=120 T mi ack . nd data
— it=1; ACKnum=y+
Seq=92, 8 bytes of data Seq=92, 8 / nmezd‘wa\( -
SendBase=100 bytes of data — segment Hfaime CLOSED
endBasentzn Seq=120, 15 bytes of data
ACK=100 - ACK=135 —~ |
CLOSED TCP Closing Connection
SendBase=120 . . )
Congestion control: “too many sources sending too much data
lost ACK scenario  TCp Retransmission Premature timeout cumulative ACK ~ too fast for network to handle”, different from flow control! man-

TCP Sliding Window Protocol — Sender Side

Maximum buffer size

[ Advertised window —‘l
[ T T T T T T T T I

t

Data available, but
outside window

LastByteAcked

First unacknowledged byte Last byte sent

TCP Sliding Window Protocol — Recv Side

Maximum buffer size
Advertised window ——

LastByteRevd
Buffered, out-of-order data

LastByteflcvd

LastByteRead
Next byte expected (ACK value)

Next byte to be read by application
TCP ACK generation:

ifestations: lost packets (buffer overflow at routers), long delays
(queueing in router buffers)
Congestion Scen1

two senders, two
receivers

original data: Ai,

throughput: Aot

Fost A

unlimited shared
output link bufers

one router, infinite buffers

outputlink capacity: R -

no retransmission

R/2
< >
3 T
< %
hin R2 Ain R2
* maximum per-connection « large delays as arrival rate, ;,,

throughput: R/2 approaches capacity

Realistic: duplicates

= packets can be lost, dropped
at router due to full buffers

= sender times out prematurely,
sending two copies, both of
which are delivered

Congestion 2

—

when sending at R12,
some packets are
retransmissions
including duplicated
that are delivered!

Kot

2

« four senders Q: what happens as %, and A, increase ?

A:asred %, increases, all arriving blue
pkts at upper queue are dropped, blue

throughput = 0

* multihop paths
« timeout/retransmit

Host A

Juin: original data

Fout

W' original data, plus
retransmitted data
finite shared output

k buHe

hin R2
TCP Congestion Control: CWND sender limits transmission
to cwnd, cwnd is dynamic, function of perceived network conges-

tion. Thus: TCP sending rate roughly: send cwnd bytes, wait
RTT for ACKS, then send more bytes rate = EIWT"Tdbytes/sec

TCP Slow Start: 1) initially cwnd 1 MSS, 2) double cwnd
every RTT, (done by incrementing cwnd for every ACK received
up to some threshold) 3) AIMD: Additive Increase Multiplicative
Decrease.

HostA

he

HostB

additively increase window size
. untilloss occurs (then cut window in half)

AIMD saw tooth
behavior: probing
for bandwidth

cwnd: TCP sender
congestion window size

time
s |
cwnd when detecting, reacting to loss: Loss indicated by
timeout: cwnd set to 1 MSS;, window then grows exponentially
(as in slow start) to threshold, then grows linearly (as in additive
increase), Loss indicated by 3 duplicate ACKs:, TCP Tahoe:
always sets cwnd to 1 (timeout or 3 duplicate acks), TCP Reno:
(Fast Recovery), dup ACKs indicate network capable of delivering
some segments, cwnd is cut in half window then grows linearly
(as in additive increase)

time.

14—
TCP Reno
. 12—
Implementation: B
£ 5 107
* Variable ssthresh, = é 5 ssthresh
<
5
* on loss event, ]
] Se
ssthresh is set to 5°

1/2 of ewnd just
before loss event

L N e
56 7 8 9101112131415
Transmiss on round

e Ack

= = __NewACK _
duplicate ACK ZAARTS cwnd = cyind + MSS + (MSS/cund)
‘dupACKcount++  New. dupACKcoun!

transmit new segment(s). as allowsd

\) duplicate ACK

dupACKcouRTH+

wnd = CWna+MSS
m GUpACKZouNt =0
/)zransmymewsegmnns) as allowed
cwnd > ssthresh
A
e —

timeout

retransmit missing segment

retransmit missing segment

cwnd =1
GupACKcount =0
retransmit missing segment

cwnd = ssthresh
AupACKcount =0

dupACKcount
ssthresh= cund/2

cund = ssthresn + 3
reiransmit missing segment

e
o3
retransimi msing segment

duplicate ACK

[

TCP throughput: avg. TCP throughput as function of window
size, RTT? ignore slow start, assume always data to send, W:
window size (measured in bytes) where loss occurs, avg. window
size (# in-flight bytes) is 3/4 W, avg. TCP throughput 3/#
TCP Fairness: if K TCP sessions share same bottleneck link of
bandwidth R, each should have average rate of R/K.

Explicit Congestion Notification: network-assisted congestion
control: two bits in IP header (ToS field) marked by network
router to indicate congestion, congestion indication carried to
receiving host, receiver (seeing congestion indication in IP data-
gram) ) sets ECE bit on receiver-to-sender ACK segment to notify
sender of congestion

<SS
transmit new segment(s), as allowed

TCP ACK segment

source destination
(—— ——
—

EC!

IP datagram

4 Network Layer

Network-layer functions: 1) forwarding: move packets from
router’s input to appropriate router output. 2) routing: deter-
mine route taken by packets from source to destination, routing
algorithms

Data plane: 1) local, per-router function, 2) determines how
datagram arriving on router input port is forwarded to router
output port. 3) forwarding function

Control plane: 1) network-wide logic 2) determines how data-
gram is routed among routers along end-end path from source host
to destination host 3) two control-plane approaches: (traditional
routing algorithms: implemented in routers, software-defined
networking (SDN): implemented in (remote) servers).



control
plane

eader

values in arriving

packet heade;

Network service model:

example services for individual datagrams:, guaranteed deliv-
ery, guaranteed delivery with less than 40 msec delay. example
services for a flow of datagrams:, in-order datagram delivery,
guaranteed minimum bandwidth to flow, restrictions on changes
in inter-packet spacing

Router architecture overview

routing, management
control plane (software)
operates in millisecond
time frame

forwarding data plane

v
=l _lﬁ, (hardware) operttes in
e | W nanosecond
timeframe
. output parts
Input "Et‘s high-speed °

Input port functions 1) goal: complete input port processing at
‘line speed’ 2) queuing: if datagrams arrive faster than forwarding
rate into switch fabric.

lookup,
. !;ekr forwarding switch
gt T HININT [ 5
queueing

physical layer:
bit-level reception
data link layer:
e.g., Ethernet
see chapter 5

decentralized switching:

« using header field values, lookup output
port using forwarding table in input port
memory (“match plus action”)

when looking for forwarding table

Longest prefix matching:
use longest address prefix

entry for given destination address,
that matches destination address.

Destination Address Range Link interface

11001000 00010111 00010 ** Hkrkakksk 0

11001000 00010111 00011000 **rkakkk 1

11001000 00010111 000LT*** **kswswss [ 2

otherwise 3
examples:

DA: 11001000 00010111 000104107 40100004
DA: 11001000 00010111 00011000 10101010

which interface? 0
which interface? 1

Switching fabrics:transfer packet from input buffer to appropri-
ate output buffer, switching rate: rate at which packets can be
transferred from inputs to outputs, (often measured as multiple
of input/output line rate, N inputs: switching rate N times line
rate desirable)

=
==
== &5
i
memory bus crossbar Eﬂ E @

Switching via a bus, datagram from input port memory to
output port memory via a shared bus, bus contention: switching
speed limited by bus bandwidth. 30 Gbps.

Switching via interconnection network, overcome bus band-
width limitations, banyan networks, crossbar, other interconnec-
tion nets initially developed to connect processors in multipro-
cessor, advanced design: fragmenting datagram into fixed length
cells, switch cells through the fabric. 60 Gbps.

Input Port Queueing: Caused by 1) Slow switching fabric, 2)
Output port contention

=

=
output port contention:

only one red datagram can be

transferred.
lower red packet is blocked

L
et
gl

| g

==
one packet time later:
green packet

experiences HOL
blocking

Reducing Input Queueing: Why? Reduce HOL blocking,
Avoid packet drops at input queues, Save on queue memory,
How? Increase switch fabric speed, Increase inbound capacity of
output ports

Output ports buffer: required when datagrams arrive from
fabric faster than the transmission rate (How much buffering?
RFC 3439 rule of thumb: average buffering equal to “typical”
RTT (say 250 msec) times link capacity C, e.g., C = 10 Gpbs
link: 2.5 Gbit buffer, recent recommendation [Appenzellet’04]:

with N flows, buffering equal to: ZLLXC

Output port Scheduling:

priority scheduling.

FIFO (first in first out) scheduling: send in order of
arrival to queue

+ discard policy: if packet arrives to full queue: who to discard? * multiple classes, with

« tail drop: drop arriving packet
« priority: drop/remove on priority basis
« random: drop/remove randomly

et

packel pec
departures

arvals ik

(g area) (somer)
Round Robin (RR) scheduling:
+ multiple classes

* cyclically scan class queues, sending one complete .
packet from each class (if available)

+ real world example?

amvais
packer

POQ@
Internet network layer

®

send highest priority
queued packet

different priorities
* class may depend on
marking or other
header info, e.8. IP
source/dest, port
numbers, etc.

Weighted Fair Queuing (WFQ):

« generalized Round Robin

each class gets weighted amount of service in each
cycle

transport layer: TCP, UDP

IP protocol
+ addressing conventions

* datagram format

+ packet handling conventions

routing protocols
path selection
OSPF, BGP.

o

|

network
layer

|

linklayer
physical layer
IP datagram format

1P protocol version

B imber 2ot total datagram
header length

bytes) ] length
type” of data T frgmenttion
max number _ [ imeTo | upper Teader reassembly
remaining hops | tayer | checksum

iiagmentation
iin: ore large datagram
out: 3 smaller datagrams

(decremented at

aach router) 32 bit source IP address

32 bit destination IP address
upper layer protocol

g

o deliver payioad to options (i any) —1 .g.timestamp.
record route
how much overhead? data taken, specify
220 bytes of IP (variable length, Jist o routers
typicallya TCP tovisit

+20 bytes of TCP or UDP segment)

=40 bytes + app

layer overhead g

o

IP fragmentation, reassembly: network links have

MTU (max.transfer size). So large IP datagram divided (“frag-

mented”) within net

ength [ID | fragflag | offset
00 [=x | =0 =0
one large datagram becomes
several smaller datagrams

1D [ fragflag | offset
x| =1 0

example:
+ 4000 byte datagram
MTU = 1500 bytes

1480 bytes in [ Trength

data field 500
offset = D | fragflag | offset
1480/8 [z1500 [ [ =1 [ =185

fragflag
X =0

IP address: 32-bit identifier for host, router interface, inter-
face: connection between host/router and physical link, Router’s
typically have multiple interfaces, host typically has one or two
interfaces (e.g., wired Ethernet, wireless 802.11), IP addresses
associated with each interface
Subnets:

IP address: subnet part - high order bits, host part - low order
bits, What’s a subnet ?, device interfaces with same subnet part
of IP address, can physically reach each other without intervening
router

223.1.1.0/24

gzza.mn

W 223.1.1.2

e 23.1.1.4
g_ 2 223.12.2
223.113.27 -

223.1.2.0/24

223.1.2.
223.1.2.9

gg:ﬂ.m _g‘

i 223.1.1.2 223.1.2.1
_— 223.1.1.4  223.1.2.9

2231.1.3
g— T 223122\ subnet
223113 223.1[3 27 —
, subnet 223.1.3:4] l223.1.3.2
223‘1‘3.” |223.1.3.2 g
: 223.1.3.0/24

network consisting of 3 subnets subnet mask: /24

223114 1223/1.1.4

7 2
&
(50322318l 223:0:8.0 T3
=)

CIDR: Classless InterDomain Routing, subnet por-
tion of address of arbitrary length, address  format:
a.b.c.d/x, where x is # bits in subnet portion of address
subnet host_ |
part

part
11001000 00010111 00010000 00000000

200.23.16.0/23
200.23.16.0-200.23.17.255

DHCP: Dynamic Host Configuration Protocol dynamically get
ip address from a server

DHCP overview: 1) host broadcasts “DHCP discover” msg

optional], 2) DHCP server responds with “DHCP offer” msg
optional], 3) host requests IP address: “DHCP request” msg, 4)
HCP server sends address: “DHCP ack”
DHCP
server
223.1.2.1

; 223.1.1.1

o 22112 / arriving DHCP
223114 223129 A oS
_g_ @I € address in this
23113 2281827 223'1-2-2_2_ network
223.1.2.0/24
223131 223132
223.1.3.0/24

DHCP: example 1) connecting laptop needs its IP address, addr
of first-hop router, addr of DNS server: use DHCP router with
DHCP server built into router. 2) DHCP request encapsulated
in UDP, encapsulated in IP, encapsulated in 802.1 Ethernet.
3) Ethernet frame broadcast (dest: FFFFFFFFFFFF) on LAN,
received at router running DHCP server. 4) Ethernet demuxed to

IP demuxed, UDP demuxed to DHCP. 5) DHCP server formulates
DHCP ACK containing client’s IP address, IP address of first-hop
router for client, name & IP address of DNS server 6) encapsula-
tion of DHCP server, frame forwarded to client, demuxing up to
DHCP at client. 7) client now knows its IP address, name and IP
address of DNS server, IP address of its first-hop router

DHCP server: 223.1.2.5 DHCP discover |
l

arriving
lient
Broadcast: is there a N

DHCP server out there?

DHCP offer

Broadcast: I'm a DHCP

T serverlHereSanlP

address you can use
DHCP request
Broadcast: OK. Illtake | ——
that IP address!

DHCPACK

] router with DHCP

Broadcast: OK. You've

got that IP address! server built into

router

Hierarchical addressing: allows efficient advertisement of rout-
ing information. ( network get subnet part of IP addr from
allocated portion of its provider ISP’s address space)

ISP's block 11001000 00010111 00010000 00000000 200.23.16.0/20

200.23.16.0/23
200.23.18.0/23
200.23.20.0/24
200.23.21.0/24

Of
Organization 1 1
Organization 2
Organivati

=3

0010 00000000
0100 00000000
11001000 00010111_00010101 00000000

11001000 00010111_00010000 00000000
11001000_00010111_0001!

Organizationn 11001000 00010111_00011110 00000000 200.23.30.0/23

Organization 0
200.23.16.0/23
Organization 1 .
Send me anything

200.23.18.0/23 with addresses

Organization 2 beginning
200.23.20.0/23 Fly-By-Night-ISP \%)

Internet

\JY

Organization 7
200.23.30.0/23

“Send me anything

with addresses

beginning
199.31.0.0/16"

ISPs-R-Us

NAT: network address translation local network uses just one
IP address as far as outside world is concerned. Advantages:
1) range of addresses not needed from ISP: just one IP address
for all devices 2) can change addresses of devices in local net-
work without notifying outside world 3) can change ISP without
changing addresses of devices in local network 4) devices inside
local net not explicitly addressable, visible by outside world (a
security plus)

local network
(e.g., home network)
10.0.0/24

rest of
Internet

_\Qp 1000.1
_\; '2 10002

S oo

/
datagrams with source or
destination in this network
have 10.0.0/24 address for
source, destination (as usual)

10.0.0.4
=

7l
138.76. 29/4

/
/
/
/

all datagrams /eaving local
network have same single
source NAT IP address:
138.76.29.7,different
source port numbers

NAT router must: 1) outgoing datagrams: replace (source IP
address, port #) of every outgoing datagram to (NAT IP address,
new port #) 2) remember (in NAT translation table) every (source
IP address, port #) to (NAT IP address, new port #) translation
pair 3) incoming datagrams: replace (NAT IP address, new port
#) in dest fields of every incoming datagram with corresponding
(source IP address, port #) stored in NAT table

NAT translation table
WAN side addr LAN side addr

138.76.29.7, 5001 |10.0.0.1, 3345

1: host 10.0.0.1
sends datagram to
128.119.40.186, 80

2: NAT router
changes datagram
source addr from
10.0.0.1, to
138.76.29.7, 5001,
updates table

$:10.0.0.1, 3345
D: 128.119.40.186, 80
/

/ -9
/
/ 1(0 0.0.4
I
[ §:128.119.40.186,80 Ly
1 D:10.00.1, 3345

4: NAT router

_g 10.0.0.2
—g 10.0.0.3

changes datagram

dest addr from

138.76.29.7, 5001 to 10.0.0.1, 3345

ﬁ
7
138.76.29.7
$:128.1940.186,80 | (3,
;. D:13876.207, 5001 [\2/
3: reply arrives

dest. address:
138.76.29.7, 5001

Q 10.0.0.1

)

\Z

$:138.76.29.7, 5001
D: 128.119.40.186, 80



IPv6: initial motivation:

Hierarchical OSPF
32-bit address space soon to be

completely allocated. IPv6 datagram format: fixed-length 40 byte
header, no fragmentation allowed

Tunneling

IPv6 datagram format

tunnel

Pt
é_@a connecling 1PV routers @E <

logical view:

priority: identify priority among datagrams in flow P8 1Pve Lo
flow Label: identify datagrams in same “flow.” B c D E
(concept of “flow” not well defined). physical view:
o i e i

next header: identify upper layer protocol for data

o Lo ] vt
payiosdTon T har | Tiop Tkt
sourcs address
852645 (128 bits)
Gosinaton adaress
(128 bits)

data

32 bits

Routing Protocols Classification:
rithms) or decentralized (“distance vector”

1Pud

AtoB:
1Pv6.

B0
1PVG insice
IPud

global (“link state” algo-
algorithms) informa-

tion? static (routes change slowly over time) or dynamic (routes
change more quickly, periodic update, in response to link cost

changes)?

step N Dwpl) Diwlpw)  DKpK  Dilply)  Dlz)plz  eSultingshortest-pathiree fromu
0 u oo o
1 2x = -
2 4y il
3 4y
4 e
5 uxyvwz ——

Dijkstra

Distance vector algorithm:

from x to y, x maintains distance vector Dx
], node x:, knows cost to each neighbor v:
For each neighbor v, x maintains Dv

neighbors’ distance vectors.
[Dv(y): y € N]
clearly, d,{z) =5, d,(z) = 3, d, (z) =3

B-F equation says:

node achieving minimum is next
hop in shortest path, used in forwarding table

iterative, asynchronous: each node.
each local iteration caused by:

« local link cost change

* DV update message from
neighbor

distributed:

« each node notifies neighbors
only when its DV changes

« neighoors then notify their
neighbors i necessary

wait for (change in local ink
costor msg from neighbor)

recompute estimates

1DV 10 any dest nas changed,
notify neighbors

resulting forwarding table in u:
link:

destination

estimate of least cost
[Dx(y): y € N
c(x,v), maintains its

Dx(y)

key idea:
« from time-to-time, each node sends its own
distance vector estimate to neighbors
« when x receives new DV estimate from neighbor, it
updates its own DV using B-F equation:
D,(y) ¢ min,{c(x,v) + D (y)} for each node y €N

= under certain conditions, the estimate D,(y)
converge to the actual least cost d,y)

0= i) DY) < + 0

0,40 = miniciey)
=rmint2 el

el * 0.
= minf2s1, 7401 =3

nodex o
Tabte XY

nodsy oo
Table | 5%

link cost changes:

+ node detectslocallink cost change

+ updates routing info, recalculates
distance vector

+ DV changes, notify neighbors

S

¢y detects ink.cost change, updatesits DY, informs ts neighbors.

(zood
ovels "
fast”

costLox, sends L neighbors 1DV

4
change, o does notsend a message o2

Comparison of LS and DV

link cost changes:

4 node detects locallink cost change

+ bad news travels slow - “count to
infinity” problem!

+ 44iterations before algorithm
stabilizes: see text

poisoned reverse:
+ IfZ routes through Y toget to X :
= Ztells Y its (Z's) distance to X is infinite (so Y won't route to X
via2)
+ will this completely solve count to infinity problem?

algorithms

robustness: what happens if

Internet inter-AS routing:
e he de facto inter-domain routing protocol,
nternet together”,
btain subnet reachability information from neighboring ASes, 4 programmable
iBGP: propagate reachability information to all AS-
routers.,
ewteachability information and policy,
Peexistence to rest of Internet

message complexity

+ LS: with n nodes, E links, O(nE) router malfunctions?

msgs sent :
+ DV: exchange between neighbors + node can advertise incorrect
only link cost

+ convergence time varies each node computes only its
own table

speed of convergence v
« L5: 0(n?) algorithm requires O(nE) + DV node can advertise
msgs incorrect path cost

boundary outer

backbane router

« two-level hierarchy: local area, backbone.
« link-state advertisements only in area
= each nodes has detailed area topology; only know
direction (shortest path) to nets in other areas.
« area border routers: “summarize” distances to nets in
own area, advertise to other Area Border routers.
« backbone routers: run OSPF routing limited to
backbone.
« boundary routers: connect to other AS'es.
BGP (Border Gateway Protocol):

“glue that holds the
eBGP

Giea?

BGP provides each AS a means t

internal
to other networks based on
allows subnet to advertise its

determine “good” routes

= BGP session: two BGP routers (“peers”) exchange BGP messages
over semi-permanent TCP connection:
« advertising paths to different destination network prefixes
(BGP is a "path vector” protocol)
« when AS3 gateway router 3a advertises path AS3,X to AS2
gateway router 2c

advertised prefix lncludes BGP attributes
« AS3 promises to AS2 it will forward datagrams towards X oul

« prefix-+ attributes = “r
two important zmlbu!es
« AS-PATH:ist of ASes through which prefix advertisement
has passe
« NEXT-HOP: indicates specific internal-AS router to next-hop
AS

Polcy-based routing
g route uses import policy
\o accepl/dechne path (e.g., never route through AS Y).
+ S policy also determines whether to advertise path to
other other neighboring ASes

BGP messages:

* OPEN: opens TCP connection to remote BGP peer and
authenticates sending 8GP peer

* UPDATE:advertises new path (or withdraws old)

+ KEEPALIVE: keeps connection alive in absence of UPDATES;
also ACKs OPEN request

« NOTIFICATION: reports errors in previous msg; also used to
close connection

= AS2 router 2c receives path advertisement AS3, (via e8GP) from AS3

« Based on AS2 policy, AS2 router 2c accepts path AS3,X, propagates (via
IBGP) to all AS2 rovters

* Based on AS2 policy, AS2 router 2a advertises (via ¢BGP) path AS2,
A53,X 1o AS1 router 1c

gateway router may learn about multiple paths to destination:
+ AS1 gateway router 1c learns path AS2,AS3,X from 2a
= AS1 gateway router 1c learns path AS3,X from 3a
= Based on policy, AS1 gateway router 1c chooses path AS3,X, and
advertises path within AS1 via iBGP

BGP, OSPF, forwarding table entries

@ how does router set forwarding table entry 1o distant prefix?

&3 BGP route selection

« router may learn about more than one route to

to flow xwyz?
algorithm computes routes accordingly

(need to define link weights so traffic routing

Q:what if w wants to route blue and red traffic differently?
Q: what if network operator wants to split u-to-z traffic
along uvwz and uxyz (load balancing)?
A:can’tdoit (or need a new routing algorithm)

Software defined networking (SDN)

A:can'tdo it (with destination based forwarding, and LS, DV
routing)

3. control plane

o 7 Junctions external

control apphmuorb )

Remote Controller

to data-plane
switches

a
plane.

2. control, data
lane

ol
separation

1: generalized” flow-
based” forwarding
(e.g., OpenFlow)

Flow table in a router (computed and distributed by controller)
define router’s match+action rules

Each router contains a flow table that is computed and
distributed by a logically centralized routing controller

« flow: defined by header fields
« generalized forwarding: simple packet-handling rules
« Pattern: in packet
* Actions: for matched packet: drop, forward, modify, matched
packet or send matched packet to controller
* Priority: disambiguate overlapping patterns
« Counters: #ibytes and #packets

control plane

cata plane

- wildeard
| sro=l 258, desl 3.4.5.* > drop
> forward(2)
* > send to controller

_‘ = .

velues in ariving
packet's header

Destination-based forwarding:

FRaH WAE [WAE T ER VAN P
dst | type | | sec

“ 5
E ports

1P datagrams destined to IP address 51.6.0.8 should
e forwarded to router output port 6.

G
prot

TCP

@
dport

ost

A

Rule Action

Firewall

1. Forward packet to port(s)

2. Encapsulate and forward to controller FSwieh [ MAC h [VIAN] P | P | P | Te [ Tee

G brop s freeT e Wl A I A I ou lw ,,.mlaml e

4. Send to normal processing pipeline . . .

5. Modify Fields do ot forward (boc) al dtorams dstned TP por 22
e [ [ [ [ [ E R Hsm». Mncl s |Amm

D tye A A A A as o ==

Networklayer  Transportlayer.

Linklayer oot forwrd (oc)al dotagamsset by st 12811911
OpenFlow abstraction match+action: unifies different kinds
of devices, Example: datagrams from hosts h5 and h6 should be

sent to h3 or h4, via s1 and from there to s2

match action
103 / Hostho
0ge Torward(3) %mm

L s3 o

. @%
Hosths
« Firewall 10305
« match: IP addresses

and TCP/UDP port

Router
« match: longest
destination IP prefix

== P
(— destination AS, selects route based on:
dest [ intertace * qecal a1 el bout dest X g oGP N « action: forward out numbers : -
™ 1c¥path o X goes trough ic 1. local preference value attribute: policy decision alink  action: permit or = < Hostnd
x| * 16:05PF i domin ot et o 2. shortest AS-PATH Switch [CXLAT .
3 n"_”;;f"‘vn":;:ﬁf::i "’;jh‘n"‘j;‘;]mc 3. closest NEXT-HOP router: hot potato routing. * match: "es""a""" * NAT gmﬂ? action
Tornard over autgong oca morfsee 2 4. additional criteria MAC address * match: IP address
- . « action: forward or and po | forwarat3)
hot potato routing: choose local gateway that has least intra- flood * action: rewrite 9ress port=2 | orvara(s)
address and port s =102.04] o7

domaincost (e.g., 2d chooses 2a, even though more AS hops to
X): don’t worry about inter-domain cost!

BGP: achieving policy via advertisements

legend: provider

network

@ customer
network:

SDNData plane switches, 1) fast, simple, commodity switches
implementing generalized data- plane forwarding in hardware,
2) switch flow table computed, installed by controller, 3) API
for table-based switch control (e.g., OpenFlow), defines what is
controllable and what is not, 4) protocol for communicating with

controller (e.g., OpenFlow)
legend: .PGEN controller (network OS): 1) maintain network state in-
"f6fmation 2) interacts with network control applications ©
.caﬁa.at, northbound API interacts with network switches “below”

“above”

"¥P4 southbound API 3) implemented as distributed system for
performance, scalability, fault-tolerance, robustness

Suppose an ISP only wants to route traffic to/from its customer networks
(does not want to carry transit traffic between other ISPs)

+ A advertises path A-wto B and to C (does not want to carry transit traffc between other |

* Bchooses not to advertise B-A-w to C:
= Bgetsno “revenue” for routing C-B-A-w, since none of C, A, w are B's

* AB,Care provider networks
* XWy are customer (of provider networks)

Interface layerto
network control
apps: abstractions
AP

DV mayhave OSC‘."amns. : zfﬁ:,zoue s table used by customers * Xis dual-homed: attached to two networks
« DV: convergence time varies * Cdoes not learn about C-8-A-w path « policy to enforce: X does not want to route from ¢ Network-wide state
« may be routing loops T emor P"fpﬁga‘e‘h’“ * Cwill route C-A-w (not using B) to get tow + .50 Xwill ot advertise to B route to C management layer:
+ count-to-infinity problem networ state of networks SDN
links, switches, controller

forwarding table configured by both intra-
intra-AS routing determine en-
inter-AS & intra-AS determine

Scalable Routing:
and inter-AS routing algorithm,
tries for destinations within AS,
entries for external destinations

Inter-AS tasks

Why different Intra-, Inter-AS routing ?

policy:
* inter-AS: admin wants control over how its traffic
routed, who routes through its net.

« intra-AS: single admin, so no policy decisions needed

* suppose router in AS1 AST must: .
! scale:
receives datagram 1. learn which dests are
destined outside of AS1: reachable through AS2, « hierarchical routing saves table size, reduced update
* router should forward which through AS3 traffic
packet to gateway .
router, but which one? 2. propagate this performance:
reachability info to all A i AS: f £
routers in AS1 g intra-AS: can focus on performance
job of inter-AS routing! « inter-AS: policy may dominate over performance
——— Internet network layer: historically has been implemented via

=
AS3 other agortnm/ \_agonn
networks T
et o ==}
AS1

Intra-AS Routing in the internet: also known as interior gate-
way protocols (IGP), most common intra-AS routing protocols:,
RIP: Routing Information Protocol, OSPF: Open Shortest Path
First, IGRP: Interior Gateway Routing Protocol (Cisco propri-
etary for decades, until 2016)

OSPF (Open Shortest Path First)

security: all OSPF messages authenticated (to prevent
malicious intrusion)

multiple same-cost paths allowed (only one path in
RIP)

“open”: publicly available
uses link-state algorithm

« link state packet dissemination

« topology map at each node

* route computation using Dijkstra’s algorithm
router floods OSPF link-state advertisements to all
other routers in entire AS

« carried in OSPF messages directly over IP (rather than TCP

or UDP
« link state: for each attached link

for each link, multiple cost metrics for different ToS
(e.g., satellite link cost set low for best effort ToS; high
for real-time ToS)
integrated uni- and multi-cast support:
* Multicast OSPF (MOSPF) uses same topology data
base as OSPF
hierarchical OSPF in large domains.

distributed, per-router approach, monolithic router contains
switching hardware, runs proprietary implementation of Internet
standard protocols (IP, RIP, IS-IS, OSPF, BGP) in proprietary
router OS (e.g., Cisco 108), different “middleboxes” for different
network layer functions: firewalls, load balancers, NAT boxes,
Individual routing algorithm components in each and every

router interact with each other in control plane to compute 5 local control
forwarding tables agents (CAs) in routers to compute forwarding tables

N xlﬂl
4111

=

Software defined networking (SDN) a logically centralized
control plane?, easier network management: avoid router mis-
configurations, greater flexibility of traffic flows, table-based
forwarding allows “programming” routers, centralized “program-
ming” easier: compute tables centrally and distribute, distributed
“programming: more difficult: compute tables as result of dis-
tributed algorithm (protocol) implemented in each and every
router, open (non-proprietary) implementation of control plane

Traffic engineering: difficult traditional routing what if network
operator wants u-to-z traffic to flow along uvwz, x-to-z traffic

pre

e

services: a
distributed database

communication

between SDN
controllerand
controlled switches

OpenFlow protocol

« operates between
controller, switch
« TCP used to exchange
messages
« optional encryption
« three classes of
OpenFlow messages:
* controller-to-switch
* asynchronous (switch
to controller)
+ symmetric (misc)

Openflow Controller

" OpenFiow

Key controller-to-switch messages

« features: controller queries switch
features, switch replies

OpgnFlow Controller

Key switch-to-controller messages

« packet-in: transfer packet (and its
control) to controller. See packet-
out message from controller

* flow-removed: flow table entry
deleted at switch

« port status: inform controller of a
change on a port.

« configure: controller queries/sets
switch configuration parameters

* modify-state: add, delete, modify
flow entries in the OpenFlow
tables

* packet-out: controller can send
this packet out of specific switch
port




(D) s1, experiencinglink failure
using OpenFlow port status
message to notify controller

header fields, Error detection not 100% reliable!, protocol may
miss some errors, but rarely, larger EDC field yields better detec-
tion and correction

(2) SDN controllerreceives Parity checking

OpenFlow message, updates

link status info single bit parity: two-dimensional bit parity:
B . ) = detect single bit = detectand correctsingle bit errors
(3 Dijkstra’srouting algorithm errors
e " row
application has previously ‘parity
registered to be called when ! parity diq A1y | dy e
ever link status changes. It is <+ ddata bits — do - Ao | dojas
called.
0111000110101011[ 0 | an |
@) Dijkstra’srouting algorithm ;:‘;lynl > S
access network graph info, link ail ) st e
state info in controller,
computes new routes = :"j, _m i
= parity
(®) linkstate routing app interacts w h
with flow-tabl i pak i LS o
component in SDN controller, ‘—’_—“—’ ‘—,—‘—' o errors party
which computes new flow (e prove k) error
correctable

tablesneeded single bit error

(® Controlleruses OpenFlow to

install new tablesin switches
that need updating

Cyclic redundancy check more powerful error-detection coding,
view data bits, D, as a binary number, choose r41 bit pattern
(generator), G, goal: choose r CRC bits, R, such that, ;D,R;
exactly divisible by G (modulo 2),
iD,R; by G. If non-zero remainder: error detected!, can detect all

SDN network-control apps: 1) “brains” of control: implement
control functions using lower-level services, API provided by SDN 15t 1 th 1 bit idel d i ti Eth. t
controller 2) unbundled: can be provided’by 3rd party: distinct 88;§115r\)1;,c;1;i egsTM)an ™+ ts, widely used in practice ( ernet
from routing vendor, or SDN controller ’

. want: !
OpenDaylight (ODL) controller D2'XOR R =nG o
equivalently: o N\
= O - 0DL Lithium .. D - @ D'2'=nG XOR R 000
controller h * controlapps " s
Rest ap1 + metworkeppsm separate from equivalently: 100t
controller if we divide D'2" by G, 1o
[— * intent framework want remainder R to Extend 41 = 3bis of zeroes 90 0
‘0pology high-level icfy: 1100
mansgo . specification of satisfy: 1001
forwarding service: what rather 1010
manager than how Re ind D-2" 1001
Hosvacton applications and " consderae = remainder{—g ° ; 1

distributed core:
service reliability,
replication
performance scaling

Multiple access links, protocols 1) point-to-point, PPP for
dial-up access, point-to-point link between Ethernet switch, host,
broadcast (shared wire or medium), old-fashioned Ethernet,
SDN challenges, hardening the control plane: dependable, reli- upstream HFC, 802.11 wireless LAN
able, performance-scalable, secure distributed system, robustness Multiple access protocol Given: single shared broadcast chan-
to failures: leverage strong theory of reliable distributed sys- nel, two or more simultaneous transmissions by nodes: interfer-
tem for control plane, dependability, security: “baked in” from ence, collision if node receives two or more signals at the same
day one?, networks, protocols meeting mission-specific require- time. Multiple access protocols distributed algorithm that
ments, e.g., real-time, ultra-reliable, ultra-secure, Internet-scaling determines how nodes share channel, i.e., determine when node
ICMP: internet control message protocol: used by hosts & can transmit, communication about channel sharing must use
routers to communicate network- level information, error report- channel itself!, no out-of-band channel for coordination
ing: unreachable host, network, port, protocol, echo request/reply An ideal multiple access protocol given: broadcast channel of
(used by ping), network-layer “above” IP:, ICMP msgs carried in rate R bps desiderata: 1. when one node wants to transmit, it

receiver knows G, divides

1P datagrams,

can send at rate R. 2. when M nodes want to transmit, each can

Ethernet CSMA/CD algorithm .

ty10p = Max prop delay between 2 nodes in LAN

tyans = time to transmit max-size frame

1. NIC receives datagram from
network layer, creates frame

2.1f NIC senses channel idle,
starts frame transmission. If
NIC senses channel busy, 5. After aborting, NIC enters
waits until channel idle, then " binary (exponential) backoff:
transmits. + after mth collision, NIC

3.1f NIC transmits entire frame chooses K at random from
‘without detecting another L2 waits
transmission, NIC is done K512bittmes, returns to
with frame | tep

4.1f NIC detects another
transmission while . 1
transmitting, aborts and efficiency = e r———
sends jam signal prop/terans

efficiency goes to 1

* ast,,, goesto 0

* a5 t,,,,, goes to infinity
* better performance than ALOHA: and simple, cheap,
decentralized!

« longer backoff interval
with more collisions

“Taking turns” MAC protocols

polling:

 primary node “invites”
secondary nodes to
transmit in turn

token passing:

= control token passed from
one node to next.
sequentialy

« token message (et
o seng

* concerns: = concerns: d
. + token overhead
* polling overhead . .:,EM:"e o
. » single point of falure
latency et

* single point of =

failure (primary) secondary é
Summary of MAC protocols 1) channel partitioning, by time,
frequency or code, Time Division, Frequency Division, 2) random
access (dynamic), ALOHA, S-ALOHA, CSMA, CSMA /CD, carrier
ensing: easy in some technologies (wire), hard in others (wire-
less), CSMA/CD used in Ethernet, CSMA/CA used in 802.11, 3)
taking turns, polling from central site, token passing, Bluetooth,
token ring
MAC (or LAN or physical or Ethernet) address:, function: used
“locally” to get frame from one interface to another physically-
connected interface (same network, in IP-addressing sense), 48
bit MAC address (for most LANs) burned in NIC ROM, also
sometimes software settable, e.g.: 1A-2F-BB-76-09-AD hexadeci-
mal (base 16) notation (each “numeral” represents 4 bits), each
adapter on LAN has unique LAN address. MAC address alloca-
tion administered by IEEE, manufacturer buys portion of MAC
address space (to assure uniqueness), analogy:, MAC address: like
Social Security Number, IP address: like postal address, MAC
flat address -, portability, can move LAN card from one LAN to
another, IP hierarchical address not portable, address depends on
IP subnet to which node is attached
ARP address resolution protocol: determine interface’s MAC
address, knowing its IP address
1. Awants to send datagram to B

+ 85 MACaddress notin A's ARP table
2. Abroadcasts ARP query packet, containing B's IP address

* destination MAC address = FF-FF-FF-FF-FF-FF

ARP table: each IP node (host, * all nodes on LAN receive ARP query

router) on LAN has table

* IP/MAC address 3. B receives ARP packet, replies to A with its (B's) MAC
g mappings for some LAN ddress
[ e nodes: + frame sent to A's MAC address (unicast)
P < P adress MAC sdres T . »
)y « TTL (Time To Live):time 4. A caches (saves) IP-to-MAC address pair in its ARP table until

-

after which address information becomes old (times out)

mapping wil . times i
forgotten (typically 20

min)

=3

5. ARPis “plug-and-play”:
+ nodes create their ARP tables without inervention from net

ICMP message: type, code plus first 8 bytes of IP datagram send at average rate R/M 3. fully decentralized:, no special node
causing error to coordinate transmissions, no synchronization of clocks, slots 4.
simple

Type Code description MAC three broad classes: 1. channel partitioning, divide chan-

* source sends series of UDP

0 0 echo reply (pin * when ICMP message i “oi ot
P ot ne’:v{c(ﬁ(ugn)reachab\e segments to destination arrives, sourcerecords 1€l into smaller “pieces” (time slots, frequency, code), allocate
- " freteot boe TTL o1 RTTS piece to node for exclusive use, 2. random access, channel not
31 dest host unreachable + second set has TTL=2, etc divided, allow collisions, “recover” from collisions, “taking turns
32 dest protocol unreachable + unlikely port number stopping criteria: ”, 3. nodes take turns, but nodes with more to send can take
3 3 dest port unreachable + when datagram in nth set * UDPsegmenteventually longer turns
g g SZZ: Ez;‘:":‘:‘k:zm"wn arrives to nth router: Z"“’ES at destination host FDMA: frequency division multiple access
. * destination returns ICMP - e 0
. 3 : + channel spectrum divided into fi band
4 0 source quench (congestion router discards datagram and “port unreachable TDMA: time division multiple access channel spectrum divided into frequency bands
control - not used) oo 11 code 0) v message (type 3, code 3)  * access to channel in "rounds" * each station asigned fied frequency band
8 0 echo request (ping) « ICMP message include name * source stops + each station gets fixed length slot (length = packet ~* tnused transmission time in frequency bands go idle
9 0 route advertisement of router & IP address transmission time) in each round * example: 6-station LAN, 1,3,4 have packet to send, frequency
10 0 router discovery y « unused slots go idle bands 2,5,6 dle me
1M 0 TIL expired .g e =i = /g. « example: 6-station LAN, 1,3,4 have packets to g | —
12 0 bad IP header S9N = L] send, slots 2,5,6 idle < 5 -
== H —
Network management includes the deployment, integration and 65iot . st g —
coordination of the hardware, software, and human elements to frame © FDM cable £

monitor, test, poll, configure, analyze, evaluate, and control the i
network and element resources to meet the real-time, operational Random access protocol: when node has packet to send, trans-
performance, and Quality of Service requirements at a reasonable mit at full channel data rate R., no a priori coordination among

ﬁ occurnerese

Addressing: routing to another LAN

walkthrough: send datagram from A to B via R
* focus on addressing — at IP (datagram) and MAC layer (frame)
* assume A knows B's IP address
* assume A knows IP address of first hop router, R
* assume A knows R's MAC address

el

administrator

* A creates IP datagram with IP source A, destination B
» Acreates link-layer frame with R's MAC address as
destination address, frame contains A-to-8 IP datagram

B

g

» R forwards datagram with IP source A, destination B
* R creates link-layer frame with B's MAC address as

* frame sent from Ato R
= frame received at R, datagram removed, passed up to IP

Pt
(it

3
e
Py

4% i <

destination address, frame contains A-to-8 IP datagram

i 2 2 H
En
Py
B

g

cost. nodes, two or more transmitting nodes -; “collision”,, random

Two ways to convey MIB info, commands: access MAC protocol specifies:, how to detect collisions, how to

recover from collisions (e.g., via delayed retransmissions), exam-

definitions: - ples of random access MAC protocols:, slotted ALOHA, ALOHA,
maneg ety CSMA, CSMA/CD, CSMA/CA

managed devices

Winaged device
contain managed

Slotted ALOHA assumptions: 1) all frames same size, 2) time

@_divided into equal size slots (time to transmit 1 frame), 3) nodes
start to transmit only slot beginning, 4) nodes are synchronized,
if 2 or more nodes transmit in slot, these nodes detect collision
Slotted ALOHA operation:, when node obtains fresh frame,
transmits in next slot, if no collision: node can send new frame in
next slot, if collision: node retransmits frame in each subsequent

Q) ctiects whose datais
- gathered intoa
Management
Information Base

v
»

anaoed dovice questiesponse mode vop moce slot with prob. p until success
. wier [0 [3 m ™
Message type Function
cosquet ) wo: E EEE i ) .
GelNextRequest | Manager-o-agent: ‘get me data = - - effiiciency: long-run « max efficiency: find p* that
GetBulkRequest (data instance, next data in list, block of data) —— Getset header —e— Variables to get/set ——s et fraction of successful slots ‘maximizes
c'eE'c's E'cE'S'S (many nodes, all with No(1-p)*
. many frames to send) « for many nodes, take limit
InformRequest | manager-to-manager: here's MIB value Pros: Cons: Of Np+(1.p+/*4 25 N go6s
« single active node can « collisions, wastingslots ~ * $UPPose: N nodes with toinfinity, gives:
SetRequest | manager-to-agent: set MIB value B inuously transedit at many frames to send, each
:"I’I‘ "“‘0”'5 ‘;‘ 'a"slm' a « idle slots transmits in slot with max efficiency = 1/e = .37
ull rate of channel i
Response | Agentto-manager:value, rsponse to « nodes may be able to probability p ot best: charmel
Request * highly decentralized: only  detect collision in less than * Prob that given node has Used for useful
———— Trap header ———— = Trap info slots innodes need tobe in  time to transmit packet success ina slot = p(1-p}*I ransmissions 37% |
Tap | Agent-to-manager: inform manager sync | + prob that any node has a of timel
+ clock synchronization
of xceptional vent e Pou + simple v Clecess = No(1-p)

Link layer: introduction has responsibility of transferring data- .
gram from one node to physically adjacent node over a link ,
(terminology: hosts and routers: nodes, communication channels
that connect adjacent nodes along communication path: links, |
wired links, wireless links, LANs, layer-2 packet: frame, encap-
sulates datagram)

Link layer services

unslotted Aloha: simpler, no synchronization Plsuccess by given node) = P(node transmits)
P(no other node transmits in [t,-1,t]

P(no other node transmits in [to-1,t]

when frame first arrives
* transmit immediately
colision probability increases
« frame sent at t, collides with other frames sent in [t;-1t;+1]

=p- (1) (1p*
=p-(1-pNi)

il oerlap
it start f

il cverisp
with end o

« flow control:
« pacing between adjacent sending and receiving nodes
« error detectio
« errors caused by signal attenuation, noise.
« receiver detects presence of errors:
« signals sender for retransmission or drops frame

choosing optimum p and then letting n —» oo
=1/(2e)
even worse than slotted Aloha!

« framing, link access:
* encapsulate datagram into frame, adding header, trailer
« channel access if shared medium
* “MAC" addresses used in frame headers to identify
source, destination
= different from IP address!

.18

tgl t

* R forwards datagram with IP source A, destination B
* R creates link-layer frame with B's MAC address as
destination address, frame contains A-to-8 IP datagram

= R forwards datagram with IP source A, destination B
* R creates link-layer frame with B's MAC address as
destination address, frame contains A-to-B IP datagram

[T Pee | o= 222
o 5 8 0 22 I 0

et g, . RS

e

[Em
o
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=

Ethernet “dominant” wired LAN technology:, single chip, mul-
tiple speeds (e.g., Broadcom BCMS5761), first widely used LAN
technology, simple, cheap, kept up with speed race: 10 Mbps — 10
Gbps. bus: popular through mid 90s, all nodes in same collision
domain (can collide with each other), star: prevails today, active
switch in center, each “spoke” runs a (separate) Ethernet protocol
(nodes do not collide with each other)

sending adapter encapsulates IP datagram (or other
network layer protocol packet) in Ethernet frame
suich e

t:

g EEES
preamble:, 7 bytes with pattern 10101010 followed by one byte
with pattern 10101011, used to synchronize receiver, sender clock
rates
addresses: 6 byte source, destination MAC addresses, if adapter
receives frame with matching destination address, or with broad-
cast address (e.g. ARP packet), it passes data in frame to network
layer protocol, otherwise, adapter discards frame,

g

bus: coaxial cable

PERP

« reliable delivery between adjacent nodes
* we learned how to do this already (chapter 3)!

* error correction:

« receiver identifies and corrects bit error(s) without
resorting to retransmission

CSMA (carrier sense multiple access): listen before transmit: type: indicates higher layer protocol (mostly IP but others pos-
if channel sensed idle: transmit entire frame, if channel sensed sible, e.g., Novell IPX, AppleTalk), .
busy, defer transmission. collisions can still occur: propagation CRC: cyclic redundancy check at receiver, error detected: frame

+ seldom used on low bit-error link (fiber, some twisted
air)

+ wireless links: high error rates
* Q: why both link-level and end-end reliability?

delay means two nodes may not hear each other’s transmission,
collision: entire packet transmission time wasted, distance &
propagation delay play role in determining collision probability
spatial layout of nodes

* half-duplex and full-duplex
« with half duplex, nodes at both ends of link can transmit,
but not at same time

Where is the link layer implemented? 1) in each and every

host, 2) link layer implemented in “adaptor” (aka network inter-

face card NIC) or on a chip, Ethernet card, 802.11 card; Ethernet

chipset, implements link, physical layer, attaches into host’s sys-

tem buses, combination of hardware, software, firmware

o e

spatial layout of nodes
CSMA/CD: carrier sensing, deferral as in CSMA ..g/ .; ﬂ .g
* collisions detected within short time S
« colliding transmissions aborted, reducing channel wastage
* collision detection:
+ easy in wired LANs: measure signal strengths, compare
transmitted, received signals
« difficult in wireless LANs: received signal strength
overwhelmed by local transmission strength

* human analogy: the polite conversationalist

Iﬁ

colision
detect/abort

lime

host

fost frame”
(eg. PC)
* sending side: * receiving side :
. ds in * looks for errors, rdt, flow
frame control, etc.
netuork adapter « adds error checking bits, « extracts datagram, passes

to upper layer at

> receiving side

Error detection EDC = Error Detection and Correction bits
(redundancy) D = Data protected by error checking, may include

rdt, flow control, etc.

is dropped

Ethernet connectionless: no handshaking between sending and
receiving NICs, unreliable: receiving NIC doesn’t send acks or
nacks to sending NIC, data in dropped frames recovered only if
initial sender uses higher layer rdt (e.g., TCP), otherwise dropped
data lost, Ethernet’s MAC protocol: unslotted CSMA /CD with
binary backoff.

802.3 Ethernet standards: link & physical layers

* many different Ethernet standards
* common MAC protocol and frame format
« different speeds: 2 Mbps, 10 Mbps, 100 Mbps, 1Gbps,
10 Gbps, 40 Gbps
« different physical layer media: fiber, cable

appiication MAC protocol

and frame format
transport
network . [ 1008ase-x | [ 1008ASE-T2 | [ 100BASEFX
[tk 1008ASE-T4 | 1008ASE-5X | [ 1008ASE-8X |
physical |

copper (twister
pair) physical layer

fiber physical layer

&



load balancer: application-layer routing = multipath propagation: radio signal reflects off objects
Ethernet switch, link-layer device: takes an active role, = receives external client requests ground, arriving at destination at slightly different
store, forward Ethernet frames, examine incoming frame’s MAC = directs workload within data center times
address, selectively forward frame to one-or-more outgoing links = returns results to external client (hiding data
when frame is to be forwarded on segment, uses CSMA/CD to center internals from client) important differences from wired link ....
access segment, transparent, hosts are unaware of presence of
switches, plug-and-play, self-learning, switches do not need to
be configured.
Switch: multiple simultaneous transmissions

* hosts have dedicated, direct

= interference from other sources: standardized wireless
network frequencies (e.g., 2.4 GHz) shared by other
Lot devices (e.g, phonel; devices (motors] nterfere as
wel

balancer

Tier-1 switches Signal — to — Interference & Noise Ratio:

Received Signal Power (Pyy)
Interference (1) + Noise (N)

TOR switches MAC Protocols necessary to av
Server racks interference

Problem of radio transmission: frequency dependent fading

Tier-2 switches SINR

A
connection to switch
* switches buffer packets é /g reachable via interface 4, B’
reachable via interface 5?
. 1
Ethernet protacol used on each el * A: each switch has a switch
incoming link, but no collisions;

table, each entry:
full duplex

5 Q:how does switch know A’
3 * (MAC address of host, interface

« each link s its own collision B c to reach host, time stamp) o234 56 78 . can wipe out narrow band signals for duration of the interference,
domain + lookslike a routing table! A day in the life of a web request, journey down pro- Solution: spread the narrow band signal into a broad band signal
o s X tocol stack complete!, application, transport, network, link, using a special code
* switching: A-to-A’ and B-to-B N Q:how are entries created, ~ putting-it-all-together: synthesis!, goal: identify, review, un- interference
can transmit simultaneously, ) ) maintained in switch table? derstand protocols (at all layers) involved in seemingly sim- / spread power signal
without collisions suitch with six interfaces * something lie a routing ple scenario: requesting www page, scenario: student attaches power signal spread
(123.456) P : laptop to campus network, requests/receives www.google.com interference
Switch: self-learning: switch learns which hosts can be reached detectl()[nat
through which interfaces, when frame received, switch “learns” lo- wm e o P aamr i [OHP O semverfomulates receiver
cation of sender: incoming LAN segment, records sender/location S gifisthop router addrof _mmE | 1P address, b adaross of
pair in switch table ) e 18 20cresof o f

f
» encapsulation at DHCP. DSSS (Direct Sequence Spread Spectrum) FHSS (Frequency Hopping Spread Spectrum)

* DHCP request encapsulated in
UDP, encapsulated n IP,
encapsulated in 802.3

Selt-learning, forwarding: example sauce o

A

server,
T fan ] Ethernet (switch learning) through
* frame destination, A', 5 When frame received at switch: cthernet frame broadcast LA, * XOR the signal wi (PN) sequence (chipping piscrete changes of carre
i : ¢ . . -« Di fer oy
location unknown: flood (dest: FEFFFFFFFFFF) on LAN, funs ce) « oncr cntrecenesonce o) frequency
= destination A location g A2 1. record incoming link, MAC address of sending host cocaiad at ruter running ACKreply « Advantages — sty s
;selecti 2. index switch table using MAC destination address * reduces frequency selective eteminedvia PN sequence
known:selectively send g i i ing inati + Ethernet demused o 1P fading [ LU pdvantages
on just one link % ] = 3.if entry found for destination Gemped, UDP demund to Glent now has 1P adfess, knows name & addr f ONS . s to terference T o " eaenc st g s
then{ DHCP server, IP address of itsfirst-hop router - Multiuser 1 o perfeence Imied toshort
if destination on segment from which frame arrived ([0 M.  Saesanky sall portionof
N then drop frame ofieioiorioio - s e
i i i n * Used in 3G & 802.11b resiting  * Seare
VA add [mertace oL else forward frame on interface indicated by entry LUt bluetooth & miltary
A 1 60 | switchtable } « before sending HTTP request, need 07101011601016 applications () Chamnel use
4 & |6 | dniaiyempty else flood /* forward on allinterfaces except arriving 1P acdress of i google.com: DIVS
interface */ Advantage of signal attenuation: Spatial Reuse.

= DNS query created, encapsulated in
IDF, encapsulated n 1P,
encapsulated in Eth. To send frame

Problem: If there is a loop in the extended LAN, a packet could
circulate forever, Side question: Why would we have loops?,

To double transmission range, we need:
Solution, Select which switches should actively forward, Create a

= 1P datagram forwarded from 4x more overall power!

¢ ch, . o Compsnework nto Comeast

spanning tree to eliminate unnecessary edges, Adds robustness, AR query broadeast recelved by . DN t bl ed

Complicates learning/forwarding replygiving MACadchessof query forwardec via LAN By 1, P, 1515 and/or 867 To transmit over two hops, we need: 2x
repl ghing MAX iteh from client to 1¢hop routing protocols) to DNS server

more overall power!

Defining a Spanning Tree et now o WA s rouer L oo rene

of fist hop router, so can now.

Send frame containing DNS ‘with IP address of Problem: A wants to transmit a packet to C Multi-hop wireless networks:
Suppose C sends frame to |, | responds to C * Basic Rules auery v google.com - s 4 )
. i WE L CFe < « .
Switch with the lowest ID is the root [E—— Saj </ < w gal B
> s « For a given switch P 3 L
! + Aportin the direction of the root switchis the root port Option 1: A increases its power such that its packet reaches C
S B , . F AN S B Increase TX power: increase transmission range by N times,
g ) = oragiven & 5 . . nead N2 X e power
~g + The switch closestto the root (o the switch with the lowest ID E
sgge D Qg 1o breaktie) i the designated switch for a LAN . R A A
3 G " + The corresponding portis the designated port /

* tosend HTTP request,clent
firstopens TCP socketto
web server
CP SYN segment step 1in 3-
way handshake) nter-domain

* HITP requestsentinto TCP Multi-hop links: increase transmission range by N times,
socket

need N x more power

Y
g c Ad hoc multi-hop wireless networks!

Option 2: A sends that packet to B which intern send it to C
« Switches with no designated ports and ports that are

neither a root port nor a designated port are not part of
= Q: show switch tables and packet forwardingin's,, S,, S5, S, the tree.

+ 1P datagram containing HTTP.
requestroutedto
googe.com

i rver * web server responds with HTTP
Switches vs. routers = webserver respondswith TCP Teply (containg webpage)
- SYNACK (step 2 in 3-way @
both are store-and-forward: 5 sover ) e * 1P datagram containing HTTP

oth are store-and-forward: | 64233.169.105 + TCP connection established! - s reply routed back to clent
= routers: network-layer [Cirame

outers: petwe Elements of a wireless network
jevices (examine network- rame.

layer headers)
= switches: link-layer devices
(examine link-layer headers)

wireless link —C7

* typicaly used to connect
mobile(s) to base station
* also used as backbone
k

base station

* typically connected to
wired network

* relay - responsiblefor
sending packets between
wired network an

" both have forwarding tables:

* routers: compute tables
using routing algorithms, 1P
addresses

+ muliple access protocol
coordinates ink

* various data rates, N -
transmission distance wireless hosts

wirless host() i s
« switches: learn forwarding + laptop, smartphone ] i i
table using flooding, e, celltowers, + run applications Frequency multiplex Time multiplex
learning, MAC addresses - 80211 access points network + 1oy be statonary (non- )
VLANs Virtual Local Area Network switch(es) supporting infrastructure mobile) or mobile « Separation of spectrum into smaller frequency bands * Channel gfetsthewho\especwm for a certain
tua ; > . ieless doss not hw . amount of time
VLAN capabilities can be configured to define multiple virtual mean mamty " Channel gets band of the spectrum forthe whole time + Advantages:
LANS over single physical LAN infrastructure.

port-based VLAN: switch ports
grouped (by switch management

+ worksalso for analog signals

LS rreis DD e
: e

infrastructure mode * Disadvantages: for many users

[ Jojoo]

iy A . ic i ion: widh < Disadvantages: ‘
software) so that single physical traffic isolation: frames to/from o 't it dtsuied nevenly isadvantages:
switch ports 1-8 can only reach ports 1-8 * pandat ol charges el e ation
e e station providng g g P ardspaces
* can also define VLAN based on z:mwm:vwweﬂ 5 </ <
MAC addresses of endpoints, . . N
rather than switch porf Time and frequency multiplex Code multiplex
5 g Wireless network taxonomy e s et ey o e 9990
ad ho; mode amount of time (e.g. GSM) « Each channel has unique code .
. . * no base stations .+ Advantages: + Al channels use same spectrumat same time
EecticolErghecrng Compuer koo = dynamic membership: ports single hop multiple hops . :ndes an on‘\z ;E;tf;w‘m‘.?m tapping g
can be dynamically assigned ost connects to host may have to e Soecveinterorence 89098 o sychronizton
... operates as multiple virtual switches among VLANs i s station (W Y s sever coverage  Netardaa s ot L 5 + good protecton againstnteference. ‘
e _ (g APs) | ommecte b comect e * nodes organize *+ Precise coordination 7 L
farger Intarnet niermet: mesh e : y required « more complexsignal ragenaration
forwarding between VLANS: done base st network; route . ,
- e A : Pobasesation o among themselves Implemente uing preadspectrmtechnocey
via routing (just as with separate no oo | o 3\
. infrastructure| ~ connection to larger relay to reach other
switches) ey a given wirelessnode Code Division Multiple Access (CDMA) 1) unique “code”
« in practice vendors sell combined MANET VANET - assigned to each user; i.e., code set partitioning, all users share
E‘i‘v'.”:if::‘:f;‘,”“ fi&’;“;:ii‘;??;‘, switches plus routers Wireless Link Characteristics: important differences from same frequency, but each user has own “chipping” sequence (i.e.,

wired link decreased signal strength: radio signal attenuates code) to encode data, allows multiple users to “coexist” and
as it propagates through matter (path loss) interference from transmit simultancously with minimal interference Elf codes are
other sources: standardized wireless network frequencies (e.g., “orthogonal”), encoded signal = (original data) X (chipping se-
2.4 GHz) shared by other devices (e.g., phone); devices (motors) quence), decoding: inner-product of encoded signal and chipping
interfere as well multipath propagation: radio signal reflects sequence, Example codes: Gold Codes, Walsh Codes

off objects ground, arriving at destination at slightly different senders
times

channel sums together

transmissions by sender
1and2

Elsctical Enginaaring Computer Scionce Ports 2.3 belong o EE VLAN Sender | “h%%":“o chamnelZ:

WLAN ports 1-6] (VLAN ports 6-15) Ports 4.6,7.8 blong o CS VLAN J
=3 N o Y \
. y a e A Sender 2 o) |
« trunk port: carries frames between VLANS defined over x(t) y() x()+n(t) ~OfRARANIAS | « 1deally, need codes to have good:
multiple physical switches Grx Gry A2 onal . . P e Auto-correlation properties: ¢,(t) - (t) = 1
. y . x GRx —to— : / y e co(®) = Oforj#i
« frames forwarded within VLAN between switches can’t be vanilla 802.1 P ==yt~ Pre Signal — to — Noise Ratio ( Cross-correlation properties: (1) (1) = 0 for  # i
frames (must carry VLAN ID info) ) ) ) LR fit (Zh,m(:)m)) () = hdi®
+ 802.1q protocol adds/removed additional header fields for frames SNR = |h]> X |x(®O)* _ |h|*Pry O wsingsame codeas T
forwarded between trunk ports Path Loss (dB) = 101logyg Pry/Prx T m@®?F TN sender 1, ecelver, + Need orthogonal codes:
. . . R . ' recoverssender IS for N users, length of code s exponential in N = 211
Multiprotocol label switching (MPLS): initial goal: high- . sng: signal-to-noise ratio g receiver 1 ongheldstafrom % o
speed IP forwarding using fixed length label (instead of IP . ighSNR-easier to extract signal from noise (a “good thing”) et Hm summed channeldotal « Near Far Effect Problem~> need power management
address), fast lookup using fixed length identifier (rather than 4w = WWA,  + HighSNR 2 Lower Bit Error > Use higher order modulation 'The Channel Access Problem: Multiple nodes share a channel
. . > . ol i 8 P 5
shortest prefix matching), borrowing ideas from V‘Yt‘llal Circuit 1 - _ i.e. pack more bits per symbol airwise communication desired, Simultaneous communication
(VC) approach, but IP datagram still keeps IP address! + - BPSK: 1 bit per symbol 16aam abispersymbol NOt possible, MAC Protocols, Suggests a scheme to schedule
= w000 o communication, Maximize number of communications, Ensure
(=3 + Low SNR - hard to extract signal from noise ( a “bad thing”) : 5 N - 2 Observations on CSMA/CD 1) Transmitter can send/listen
w5 ~ \ st ot Sl vl ) - y % % concurrentl, If nothing is received while sending, then success
x . _ o © 2)The signal is identical at Tx and Rx (Non-dispersive)
label Exp S TIL Bits: 0100 Both observations do not hold for wireless
1P routing: path to destination e
2 31 s determined by destination address alone =2 = HIGH SNR =3 Low Bt Error Rate
LOW SNR ) High Bit Error Rate E— -
entry router (R4) can use different MPLS. . canna! ol lisven in pecalel]
o 9. on source adress « SNR versus BER tradeoffs o . .
* given physical layer modulation: 1 \ : -
* a.k.a. label-switched router Higher SNR > Low BER - A . F . )
 forward packets to outgoing interface based onlyon - | ' A S
A label value (don’t inspect IP address) et Bemeamarn Ver § 1 . b=
* MPLS forwarding table distinct from IP forwarding tables B ghest throughout v T T o - —
o ) i ) + SNR may change wi L o i ‘
= IP routing: path to destination lpony " flexibility: MPLS forwarding decisions can differ from mobility: dynamically adapt | i S‘i“:,;i’:i.‘ii th:imz::‘,“ R
determined by destination address alone o those of IP physicallayer (modulation 1 L. i e e ey SINR thr SINR threshald.
+ use d d i i technique, coding) > rate swrce) QAW Cuadrture Ampltude Modlation
= MPLS routing: path to destination can be WpLSang  * use destination and source addresses to route flows to daptation : o Cudmr Anpi
based on source and destination address P router same destination differently (traffic engineering) QANES6 (8 Mops) On-OFF Keyir
 fast reroute: precompute backup routes in + re-route flows quickly if link fails: pre-computed backup - =t (¢ wops) Distonce Distance
case of link failure paths (useful for VoIP) — BPSK (1 Mops) Important: X has heard A, but should not defer fransmission
Data center networks: 10’s to 100’s of thousands of hosts, often Shannon Capacity Theorem: Capacity

closely coupled, in close proximity:, e-business (e.g. Amazon),
content-servers (e.g., YouTube, Akamai, Apple, Microsoft), search
engines, data mining (e.g., Google)

Challenges: 1) multiple applications, each serving massive num-
bers of clients 2) managing/balancing load, avoiding processing,
networking, data bottlenecks

lgoo(1 + SNR)

SINR threshold]




IEEE 802.11 Wireless LAN

802.11b
* 2.4°5 GHz unlicensed spectrum
* up to 11 Mbps

+ direct sequence spread
spectrum (DSSS) in physical layer
« all hosts use same chipping
code

* wireless host

802.11a communicates with base
st

* 5-6 GHz range
* up to 54 Mbps
802.11¢
* 245 GHz range
* up t,54 Mbps
802.11n: multiple antenna
* 245 GHz range

* base station = access
point (AP)
* Basic Service Set (BSS) (aka

ag%—-"r;x;“

802.11ad/ay: Millimeter wave * up to 200 Mbps 8581 > * access point (AP): base
*2.4, 5, 60 GHz range P tation
“Up'to’ 802.11ac: multiple ant
7 6ops s mutle antena FBY - sdhoc modeshosts oy
* Upt01.69 Gbps ass2
* 802.11b: 2.4GHz-2.485GHz spectrum divided into 11 =
channels at different frequencies. ! P52
« AP admin chooses frequency for AP @ i
« interference possible: manne\ can be same as that i A e
chosen by neighboring A o
W
* host: must associate wl(h an AP
« scans channels, listening for beacon frames containing  passive scanning: active scanning:
AP's name (SSID) and MAC address f:’ ]

" )
« selects AP to associate with Selcted AP

(3 association Response rame sen fom

Selcted AP to 11 8 rsoiton s e nt fom
seected A7 10

19 Asoiasin e Tame s i o
+ may perform authentication seec

« willtypically run DHCP to get IP address in AP's subnet

IEEE 802.11: multiple access: 1) avoid collisions: 24 nodes
transmitting at same time, 802.11: CSMA - sense before trans-
mitting, don’t collide with ongoing transmission by other node.
2) no collision detection!, difficult to receive (sense collisions)
when transmitting due to weak received signals (fading), can’t
sense all collisions in any case: hidden terminal, fading. So, goal:
avoid collisions: CSMA /C(ollision)A (voidance)

idea: allow sender to “reserve” channel rather than random

access of data frames: avoid collisions of long data frames
802.11 sender

« sender first transmits small request-to-send (RTS) packets
to BS using CSMA
* RTSs may still collide with each other (but they re short)
+ BS broadcasts clear-to-send CTS in response to RTS
+ CTS heard by all nodes
« sender transmits data frame
* other stations defer transmissions

1f sense channel dle for DIFS then
transmit entire frame (no CD)
2if sense channel busy then
start random backoftime
timer counts down while channel dle
transmit when timer expire:
oK, nreae random bckof terval,
repeat?
802.11 receiver
- i frame received OK

avoid data frame collisions completely
using small reservation packets!

return ACK after SIFS (ACK needed due to hidden
terminal problem)

Hidden Terminal

CTS,

=9
=

feservation collision

EREE
EEEE

CTS(A) CTs(a)
®)
. defer
time
ACK(A)Y ACK(A)
802.11 frame: addressing o
S =
S S S S S W mWw'
N\ L
‘Address 4: used only in Ir————T1—— 1%
Adaress & us [ G e 1 aG s
Addréio 1 MAC adiress 5 5
of wireless host or AP Address 3: MAC address. destadress - source adoss
o receive ths frame of routernerface o which 8023 rame
AP is attached 55 55
J— (2] s st nc e
ofwirelsshostor AP P
transmiting this frame o
duration of eserved o
amamssonime RTSCTS)  / + H1 remains in same IP
¢ .
) s o6 o 2/ 6 o 4 subnet: IP address can

remain same

* switch: which AP is

- associated with H1?
« self-learning (Ch. 5):
switch will see frame
from H1and
“remember” which -
switch port can be ﬁmb
used to reach H1

4G /5G cellular networks, the solution for wide-area mobile
Internet, widespread deployment/use: more mobile-broadband-
connected devices than fixed- broadband-connected devices de-
vices (5-1 in 2019)! 4G availability: 97% of time in Korea (90%
in US), transmission rates up to 100’s Mbps, technical standards:
3rd Generation Partnership Project (3GPP), 4G: Long-Term Evo-
lution (LTE)standard

yoad

852

frame typo.
(RTS, CTS. ACK, data) 8BS 1

similarities to wired Internet v
. =dge/(nl= ms:mmnn but both
belong

" gt ceumar ne(work a

differences from wired Internet

+ different wireless link layer

+ mobility as a 1° class service

+ user “identity” (via SIM card)

+ business model: users
subscribe to a cellular provider

. wmesmead o oi Dvoloco\s
DN « strong nation of "home network”

we'v s Tch
Uon s AT
doegeometpones, S0,
Ethernet, tunneling

+ interconnected to wired
Internet

Mobile device:,

+ global access, with authentication

infastucure,and ner carier )" radio access
settlements network

«w Enhan:ed Patkel core —

smartphone, tablet, laptop, Io . wit
4G LTE radio, 64-bit International Moblle Subscrlber Identity
(IMSI), stored on SIM (Subscriber Identity Module) card, LTE
jargon: User Equipment (UE)

Base station:, at “edge” of carrier’s network, manages wireless
radio resources, mobile devices in its coverage area (“cell”), co-
ordinates device authentication with other elements, similar to
WiFi AP but: 1) active role in user mobility 2) coordinates with
nearly base stations to optimize radio use, LTE jargon: eNode-B
Home Subscriber Service, stores info about mobile devices for
which the HSS’s network is their “home network”, works with
MME in device authentication

Serving Gateway (S-GW), PDN Gateway (P-GW), lie on
data path from mobile to/from Internet, P-GW: gateway to
mobile cellular network, Looks like nay other internet gateway

Protocol ap1.0: Alice says “I am Alice”

LTE: data plane control plane LTE data plane protocol stack: first

separation TE ik ayr protocos
e s o s
/" compression, encryf

o i ol (U6 rotc

control plane
+ new protocols for mobily
management , securiy

Goal: avoid playback attack N
o play ap4.0 requires shared symmetric key

+ can we authenticate using public key techniques?
ap5.0: use nonce, public key cryptography

nonce: number (R) used only once-in-a-lifetime
ap4.0: to prove Alice “live”, Bob sends Alice nonce, R.
Alice must return R, encrypted with shared secret key

Sinenuesion e Tegmamssonresmemy tsse s p ——mie” | g “1 am Alio of
. transfer >,? E “send me your public key" e
. = Medium Accesrequesting, use ofradio -k W endme e
i — e et OO P —_— K
. = =) prysealion —5®hoakerio E(Ky'R)
« Ghenu a of tunnling 0 o e —)—
s aciltatemobilty plane must be Alicel _—
Failures, drawbacks?
tunneling S man (or woman) in the middle attack: Trudy poses as Alice

+ mobie datagram .
encapsulated using GPRS

s on al frequencies.
= 855 from multiple carriers may be broadcasting synch signals

(@ mobie finds  primary synh sgna,then ocates 2 synchsgnal onthis frea

(GTP), sent isice UDP.
datagram 05 GW

W re-tumels

datagrams o P-GW BS' celllar carriernfo

= mobile then finds nfo broadcast by 8S: channel bandwidth, configurations;

=

s change when mobile

bl

hstate,

Q
@

to authenticate,

LTE mobiles: sleep modes as in WiFi,
may put radio to “sleep” to conserve battery:,
check for downstream transmissions, deep sleep:
of inactivity, mobile may change cells while deep
to re-establish association
E;E home network HSSE
Lk * identify & services info,
) while in home network
and roaming

Sibiber
home mobile

carrier network  pow

i ngern

P all1p:

* carriersinterconnect
with each other, and
public internet at
exchange points

* legacy 2G, 3G: notall IP,
handied otherwise

inter-carrier IPX
inhome

nework

visited mobile
carrier network

— &

SIM card: global
dentiy info in
home network

:mmg in
visited network

“inital standards and

Mobile Broadband, 5G is
4G mobile
bowes and protocols

Latency Communication;
5: microservice-like architecture

)

e rorrs o ||

ser contol Mobile I
dore implemented i \ ‘
dta conet

I e s e S o e g
Security: confidentiality: only sender, intended receiver should

“understand” message contents, sender encrypts message, receiver
decrypts message authentication: sender, receiver want to confirm
identity of each other message integrity: sender, receiver want
to ensure message not altered (in transit, or afterwards) without
detection access and availability: services must be accessible and
available to users

An adversary do 1) eavesdrop: intercept messages 2) actively in-
sert messages into connection 3) impersonation: can fake (spoof)
source address in packet (or any field in packet) 3) hijacking:
“take over” ongoing connection by removing sender or receiver,
inserting himself in place 4) denial of service: prevent service
from being used by others (e.g., by overloading resources).

(o &= 1
p k% [3< Sl E=ra
* pomie
plaintext Ul ciohertext  ICECUTLER piaintext
R algorithm algorithm |
E(Ksm) = D(Ks.E(Ks.m)) 48b1K]

symmetric key crypto: Bob and Alice share same (symmetric)

:Ks
m plaintext message DES operation 48b1K2
E(K,,m) ciphertext, encrypted with key K, initial permutation
m = D(Kg E(Ky,m)) 16 dentical “rounds” of

" ication,

DES: Data Encryption Standard each using different 28 .
« US encryption standard [NIST 1993] bits of key .
+ 56-bit symmetric key, 64-bit plaintext input | 1"/ Permutation NI po—

« block cipher with cipher block chaining
* how secure is DES?

+ DES Challenge: 56-bit-key-encrypted phrase decrypted
(brute force) in less than a day

» making DES more secure:
* 3DES: encrypt 3 times with 3 different keys

Ll

80b's public public key crypte

ey * radically diferent
approach (Diffie-
Hellman76, RSATS)

@K Bov's pvate
B key

plaintext__ (R ertext [N, plajntext = public encryption key
messade 7 (KU cocm T et e known to al
° « private decryption key
known only to receiver

m=D(Kg",E(Kz",m))

RSA: Creating public/private key pair )
_ —— RSA:encryption, decryption
1. choose two large prime numbers p, q. 0. given (1) and (n,d) as computed above
(e.8., 1024 bits each) . P
e . to encrypt message m (<n), compute
2. computen =pg, 2= (p-1)(a-1) P
3.choose e (with e<n) that has no common factors
with (e, 2 e “relatively prime”) 2.to decrypt received bit pattern, , compute.

4. choose dsuch that ed-1is exactly divisiblebyz. ™ ¢ ™4 "

(in other words: edmod z =1).

MOGE € modt ) ¢ mod n
S. public key is (n,e). private key is (n,d). happens! —
el s (nd)
K% K5
Bob chooses p=5, =7. Then n=35, z=24.
« fact: for any xand y:x mod n = x¥ ™42 mod (f?:é;ﬁ::'w ek oy )
+ where n=pa and 2= (p-1)g-1) o
« thus, (K'(m) = m KK Im) encrypting 8-bit messages.
c?mod n = (m? mod n)? mod n }% e B( A )
=me mod n PO
— miemedimodn -~ (Mmod n)?mod n=m*mod n P ooo0io00
—mimodn = md mod n
=m =(m¢modn)*modn  decrypt 13

Goal: Bob wants Alice to “prove” her identity to him Protocol ap2.0: Alice says “I am Alice” in an IP packet

containing her source IP address

ina network,
Bob can not “see” Alice, so
Trudy simply declares
herself to be Alice

Trudy can create
a packet “spoofing”
Alice’ s address

Protocol ap3.1: Alice says “I am Alice” and sends her
encrypted secret password to “prove” it.

Protocol ap3.0: Alice says “l am Alice” and sends her
secret password to “prove” it.

router, provides NAT services, other routers: extensive use of - [ record
tunneling ﬂ SEE iyhack atack: Trudy caf and
Mobility Management Entity device authentication M"‘ o) B ecords e’ s ackes - playback
(device-to-network, network-to-device) coordinated with mo- T et oack o B0b still workst
bile home network HSS, mobile device management: de- d =

vice handover between cells, tracking/paging device loca- s | o |1 mAle” o :‘::::[

tion, path (tunneling) setup from mobile device to P-GW -

Bluetooth: LTE mobile
light sleep: after
100’s msec of inactivity, wake up periodically (100’s msec) to
after 5-10 secs
sleeping — need

(to Bob) and as Bob (to Alice)

| am Alice

| am Alice

Send me yourpublic key
— +

Send me your public key.” I
— T

———F

pa SN

® g

man (or woman) in the middle attack: Trudy poses as Alice (to
Bob) and as Bob (to Alice) difficult to detect: Bob receives
everything that Alice sends, and vice versa. (e.g., so Bob, Alice
can meet one week later and recall conversation!). problem is
that Trudy receives all messages as well!

Hash function properties

+ many-to-1

+ produces fixed-size msg
digest (fingerprint)

* given message digest x,

computstionslly expersive
Digital signatures Lo public key-encrypt long
s, goal: fixed-length, easy-
o compure it
cryptographic technique analogous to hand-written ’mge print
signatures:

infeasible tom,
to find m such that x = H(m) ﬁ’,:{,‘“" e message dige!,
+ sender (Bob) digitally signs document, establishing he

is document owner/creator.
« verifiable, nonforgeable: recipient (Alice) can prove to
someone that Bob, and no one else (including Alice),
ust have signed document
5|mp|e dlgxlal signature for message m:

Bob sends digitaly signed Alice verifies signature, integrity
message: of digitally signed message:

[Chare |

mesiage e

. 3 g dgest

+ Bob sigr ing with his private key Ky, credting Kafm)
Sned message, Ke(m) Ve em
o

Bob's message, m
DearAlca
ot

O K, B0 PO msicy m)

algorithm

Certification authority (CA): binds public key to particular
entity, E.
* when Alice wants Bob's public key:

« gets Bob's certificate (Bob or elsewhere).

« apply CA's public key to verify Bob's certificate

* E (person, router) registers its public key with CA. .,
{person, outer) registers ts public ey wi + get Bob's public key

+ € provides “proof of identity” to CA.
* CA creates certificate binding E to its public key.

+ certificate containing E's public key digitally signed by CA— CA says.
“thisis E's public key” + @wBob's
K, ", public
Ky key

o g
prate
ey K cn

certificate for Bob' s

aenmw«( r-‘ public key, signed by
A

SSL/TLS: Transport Layer Security, Originally called Secure
Sockets Layer (SSL) until 1996, widely deployed security proto-
col, supported by almost all browsers, web servers, https, billions
$/year over TLS, Current version: TLS1.3, TLS 1.3 is backwards
compatible with TLS 1.2 but restricts usage on certain ciphers,
provides, confidentiality, integrity, authentication, original goals:,
Web e-commerce transactions, encryption (especially credit-card
numbers), Web-server authentication, optional client authenti-
cation, minimum hassle in doing business with new merchant,
available to all TCP applications, secure socket interface

TLS 1.2 Handshake TLS 1.3 Handshake

Application Application
s | |
TCP —
TCcP
P . |
normal application application with TLS 1

TLS provides application programming interface
(API) to applications
Cand Java TLS libraries/classes readily available exchange,

TLS 1.2 vs 1.3: Faster handshake process: TLS 1.3 reduces
the number of round trips required, 0-RTT resumption: TLS 1.3
allows session resumption without requiring a full handshake,
Improved cipher suite efficiency, 1.3 uses more efficient cipher
suites, 1.3 removes support for legacy cryptographic algorithms
-i less computational overhead. TLS 1.3 enforces perfect forward
secrecy, Removal of insecure cryptographic algorithms, i.e., SHA-

RC4 cipher, CBC ciphers, No renegotiation in cipher during
connection, Removes risk of DoS, MITM, and Downgrade attacks,
Encrypted handshake, Prevents tampering handshake parameters

o,

K

Ka(H(m)

m=—s H() -KAH 1 Ks®= s e
D Ks() “nd-to-Enc - Keeps data encrypted at rest
SOl DL o duainnk - Sata et

B

wthentictes severs uing
Asantio| s o o
abornes (A9

3 Decentralized, but prone to ey
Ks—‘{ Kel) 7 ianagement issues
e o KelKs) esment
K &=
Usabilly  Builtinto apps and protocols  Requires more manual setup
* but want to send byte streams & interactive data
= want set of secret keys for entire connection

= want ge as part of protocol: k

@ < 'l -
Sl COR T

ot uthentcaton, ey dergion

Compatibity

. browsers

(e:g, OpenPGP)

802.11: authentication, encryption

<o (2 e

* Extnsile vencicaton protocl (EAP) e vy defns et
end Teauestespanse protoce between moblle Gevice, AS

\

——

shared symmetic e dstibution

@ discovery of security capabilities:
* AP advertises its presence, forms of authentication and encryption provided
= device requests specifc forms authentication, encrypion desired

802.11: WPA3 handshake

e T

although device, AP already exchanging messages, device not yet
authenticated, does not have encryption keys

© s

Ons generates Norces, sends to mobille
O@mobile receives Nonce,

(@ mutual authentication and shared symmetric key derivation:
- o rd) * generates Nonce,

4s,

= AS, mobile use shared secret, nonces (prevent relay attacks), cryptographic
hashing (ensure message integrity) to authenticating each other

= As, mobile derive symmetric session key.

shared ssson ey Ky using

3y and il shared secr

©  Sends Noncey, sna HMAC signed valge g Nonces
andinital shared secret

« AS derives symmetric shared session key Ky

@ shared symmetric session key distribution (e.g., for AES encryption)
+ same key derived at mobile, AS
* ASinforms AP of bet
= same key drived at mobile, AS
+ ASinforms AP of the shared symmetric session

mobile and AP



